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Using this help file

This help is designed to be used on-screen. It is cross-linked so that you can find more relev-
ant information to any subject from any location. If you prefer reading printed manuals, a PDF
version of the entire help is available from our website. This may be useful as a reference, but
you will probably find that the active hyperlinks, cross-references, and active index make the
on-screen electronic version of this document much more useful.

Trademark Information and Copyright

Copyright (c) 1993-2018 Peer Software, Inc. All Rights Reserned. Although we try to provide
quality information, Peer Software makes no claims, promises or guarantees about the accur-
acy, completeness, or adequacy of the information contained in this document. Peer Software,
Peer Management Center and their respective logos are registered trademarks of Peer Soft-
ware, Inc. Microsoft, Windows, Windows Server and their respective logos are trademarks or
registered trademarks of Microsoft Corporation in the United States and/or other countries.
NetApp, the NetApp logo, Data ONTAP, and FPolicy are trademarks or registered trademarks
of NetApp, Inc. in the United States. and/or other countries. "Amazon Web Senices", "AWS",
"Amazon S3", "Amazon Simple Storage Senice", "Amazon SNS", "Amazon Simple Notifica-
tion Senice", and their respective graphics, logos, and senice names are trademarks, re-
gistered trademarks or trade dress of Amazon Web Senices LLC and/or its affiliates in the
U.S. and/or other countries. All other trademarks are the property of their respective compan-
ies. Peer Software, Inc. vigorously protects and defends its trade name, trademarks, patents,
designs, copyrights, and other intellectual property rights. Unless otherwise specified, no per-
son has permission to copy, redistribute, reproduce, or republish in any form the information in
this document.

Getting Started

The topics in this section provide some basic information about Peer Management Center, in-
cluding installation and licensing.

Terminology

Introduction

Before getting started, it is important to have a good understanding of key concepts and ter-
minology used throughout this help document.

Terms
File Collaboration A communication session made up of two or more hosts, each
Session with a designated root of folders and files that are to be shared
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or collaborated on. A collaboration session coordinates the
primary functions of file locking and synchronization.

Participating Host

A host that is participating in a file collaboration session.

Directory Watch
Set

The configured root folder and all sub folders that are being
watched and collaborated on for a participating host.

Source Host

The host where a file access or change event originated from.

Target Host

One or more hosts where file access and change events will be
propagated to.

Initial Synchroniza-
tion Process

The background process that occurs at the start of a file collab-
oration session, where the directory watch set is recursively
scanned on all participating hosts, file conflict resolution is per-
formed, and any files that require updating are synchronized with
the most current copy of the file.

File Access Event

An event that is triggered from the opening or closing of a file.

File Change Event

A event that causes a file to be changed in some way, for ex-
ample: file modify, file delete, file rename, file attribute change,
etc.

File Lock Conflict

A file collaboration condition that exists when two users open a
file at the same time and both hold exclusive locks on the file.

Quarantined File

A file that has been remowved from a file collaboration session as
a result of a file lock conflict that could not be resolved. This file
will remain quarantined until the user manually removes it from
guarantine.

Peerlet

A solution built for the Peer Management Center framework. An
Peerlet is a distributed application containing various parts,
some of which function at a focal point called the Peer Manage-
ment Center and others invoked at remote points designated as
Peer Agents.

File Collaboration
Job

A specific instance of a Peerlet that can be created, saved,
modified, and run. A Peerlet represents a type of Job.

In the case of File Collaboration, a File Collaboration Job repres-
ents a single configurable file collaboration session. The two
terms may be used interchangeably throughout the interface and
this document.

Peer Management
Center

The focal software component where Peerlets are installed, con-
figured and ran. The Peer Management Center can host Peerlets
of various types and is where the components of a centralized
solution function. The Peer Agent is invoked by Peerlets’, distrib-
uting components with messages sent through the Peer Man-
agement Center Broker.

The Peer Management Center runs as three parts: a Windows
Senice that is set to run all the time, along with a rich client ap-
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plication and a web server component that both connect to the
primary senvice for configuration and monitoring.

Views

Individual sections of the Peer Management Center's user inter-
face, each providing unique information and control.

Examples: Main View, Job View, Peer Agent Summary View,
Alerts View, Job Alerts View, etc.

Peerlet Editor

A container within the user interface of the Peer Management
Center which shows runtime and configuration information for a
single file collaboration job. A Peerlet Editor is represented by a
single tab, typically in the large center section of the Peer Man-
agement Center's interface. The editor itself consists of multiple
sub-tabs, with various runtime and configuration information dis-
persed amongst the sub-tabs. For more information, see the
help section on Runtime Job Views.

Editors for multiple file collaboration jobs can be opened in sew
eral different editor tabs, allowing for quick movement between
jobs.

The Peerlet Editor area of the Peer Management Center will be
referred to as the File Collaboration Runtime View throughout
this document.

Peer Management
Center Broker

The central messaging system of the Peerlet framework. The
Peer Management Center Broker seres to connect the Peer
Management Center and the Peer Agents, forming a Peer Man-
agement Center "network" that can be cast over local or wide-
area networks via TCP/IP. A Peer Management Center environ-
ment will deploy one or more Peer Management Center Brokers.

Peer Agent (or
"Agent")

A lightweight, distributed component that is used to perform op-
erations on the host on which it is running. A Peer Management
Center environment will typically contain several Peer Agent,
one per participating networked host. Peer Agents invoke the
distributed portions of a Peerlet, and will often run near re-
sources of interest, such as collaborated files. The Peer Agent
is designed to be purposed across the entire Peer Management
Center solution suite, and will normally be directed to perform
functions with messages received from Peerlets through the
Peer Management Center Broker.

Heartbeat

A communication mechanism used between the the Peer Man-
agement Center and all connected Peer Agents to ensure that
Peer Agents are alive and responsive. Heartbeats share informa-
tion about the Peer Agent host sener with the Peer Manage-
ment Center, aid in verifying when an Peer Agent is no longer
available, and signal when a disconnected Peer Agent has re-
connected. All heartbeat information is sent through the Peer
Management Center Broker.

Copyright (c) 1993-2018 Peer Software, Inc. All Rights Reserved




Peer Management Center Help

Requirements

Environmental requirements: https://kb.peersoftware.com/display/TB/File+Collaboration+-+En-
vironmental+Requirements

EMC VNX/Celerra environment prerequisites: https://kb.peersoftware.com/tb/emc-wx-celerra-
prerequisites

EMC Isilon environment prerequisites: https://kb.peersoftware.com/tb/emc-isilon-prerequisites-
for-file-collaboration

NetApp 7-Mode environment prerequisites: https://kb.peersoftware.com/tb/netapp-7-mode-pre-
requisites

NetApp cDOT/ONTAP9+ environment prerequisites: https://kb.peersoftware.com/tb/netapp-
cdot-prerequisites

Installation and Initial Configuration

Peer Management Center can be installed in numerous ways based on your needs and envir-
onment. The Peer Management Center installation consist of two separate installers, both of
which are available for download from our website:

1. Peer Management Center installer, containing the Peer Management Center and Peer Manage-

ment Center Broker
2. Peer Agent installer

Peer Management Center & Peer Management Center Broker Installation

Both the Peer Management Center and Peer Management Center Broker are packaged with

the main Peer Management Center installer and by default, will be installed on the same

sener.

Basic Requirements

See the Requirements section for more detailed requirements.

Software Installation & Launching

1. Run the PL-Hub_Installer.exe or PL-Hub_Installer64.exe installer and follow all instructions.

2. After the installation finishes, both the Peer Management Center and Peer Management
Center Broker will be installed. The Peer Management Center Broker will automatically be

installed as a running Windows service and set to auto-start. The Peer Management Center
is installed in three parts: a Windows senice that is set to auto-start, a web senvice for
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granting access to the Windows senice via web browsers, and a rich client for interacting
with the Windows senice. The rich client is started as a normal Windows application.

3. Start the Peer Management Center Client by launching the PL-Hub.exe executable located
in the base installation directory. If the both the Peer Management Center Broker and Peer
Management Center Senice are up and running as background senices, then the Peer
Management Center should successfully start. If not, please make sure that both the Peer
Management Center Broker and Peer Management Center Senice are running as Windows
senices Via the Windows Senice Panel (senices.msc).

Secure Encrypted TLS Connections

By default, the Peer Management Center and Peer Management Center Broker will be installed
on the same host machine which does not require secure SSL communication between each
other. To enable a secure SSL connection between the Peer Management Center and Peer
Management Center Broker, first stop the Peer Management Center Senice via the Windows
Senice Panel (senices.msc). Once stopped, navigate to the directory, 'Hub\workspace\prefs',
relative to the installation directory. Within this directory, open the com.ci.pl.hub.runtime.prefs
file in a text editor. If the file does not contain a line starting with "hub.jms.providerURL", then
add the following line in it's entirety:

hub.jms.providerURL=failoven:(ssl\://localhost\:61617)?jms.alwaysSyncSend\=true

Otherwise, making the following changes to the line starting with "hub.jms.providerURL" (changes
are bold and underlined):

From: hub.jms.providerURL=failoven:(tcp\://localhost\:61616)?jms.alwaysSyncSend\=true
To: hub.jms.providerURL=failoven:(ssl\://localhost\:61617)?jms.alwaysSyncSend\=true
Once these changes are complete, save the file, then restart the Peer Management Center
Senvce.

Uninstalling

Peer Management Center ships with an uninstaller for the environment it is running in. Please
use the standard platform specific method for removing programs/applications to uninstall Peer
Management Center.

Peer Agent Installation

You will need to install a Peer Agent on each sener you plan to include in any of your file col-
laboration sessions.

Basic Requirements
See the Requirements section for more detailed requirements.
Software Installation & Launching

1. Run the PL-Agent_windows.exe installer on the target sener and follow all instructions.
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2. During installation you will need to specify the Peer Management Center Broker Host Name
(computer name, fully qualified domain name, or IP Address) of the server where the Peer
Management Center Broker is running, as well as the configured TCP/IP port number (the
default port for TLS communication is 61617).

3. After the installation finishes, the Peer Agent will be installed as a Windows senice. You
will need to \erify that the Peer Agent is running, and that it was able to successfully con-
nect to the Peer Management Center Broker. You can do this by opening Windows Senice
Panel (senices.msc) and making sure that the "Peer Agent Senice" is started.

4. Make sure that the Peer Agent was able to successfully connect to the Peer Management
Center Broker by going to the Peer Agent installation folder, opening the output.log text file,
and making sure that "Ready" is displayed on the first line.

Secure Encrypted TLS Connections

By default, the Peer Agent is installed with TLS encryption enabled, where the Peer Agent
connects to the Peer Management Center Broker through a secure, encrypted connection. If
you are running Peer Management Center on a secure LAN or via a corporate VPN, you might
want to disable TLS to boost performance. For more details on disabling or enabling encryption

for the Peer Agent, please see the broker page of the Central Agent Configuration section.

If AES-256 support is required, please contact support@peersoftware.com to obtain the neces-
sary installers.

Uninstalling
Peer Agent ships with an uninstaller for the environment it is running in. Please use the stand-

ard platform specific method for removing programs/applications to uninstall the Peer Agent.

Licensing

Peer Management Center is licensed by the number of unique participating hosts and by the
number of running file collaboration sessions.

Installing or Upgrading a License File

After purchasing or requesting a trial download of Peer Management Center, you will receive a

license file representing your purchase or trial. To install a new license file or upgrade an exist-
ing license, navigate to the Window menu in the Peer Management Center and select Prefer-
ences. Next, select the Licensing item in the tree on the left of the Preferences dialog.
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£l

type filter text

I File Collaboration

I: General Configuration
Licensing
SMTP Email Configuration
User Management

Preferences
Licensing

Peer Software Licensing Configuration

License Type Cuantity  Version

Expiration Date

Add/Update

Mlelete
Lelete

License Information

QK | | Cancel

Click the Add button to browse for and install the license file. If a license already exists for the
same type, then the existing license will be overridden with the new license. After successful

installation of the license file, the license will be displayed in the License Configuration table
along with licensed quantity and an expiration date (if applicable). You will now be able to cre-
ate, configure, and run file collaboration sessions.
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£ Preferences = -

type filter text Licensing =i v v

I File Collaboration
I: General Configuration

Licensing License Type Cuuantity Version Expiration Date Add/Update

SMTP Email Configuration PeerLink File Collaboration 6 File Collaboration Hosts 3.5 06,/09/2014
User Management

Peer Software Licensing Configuration

License Information

License Type: PeerLink File Collaboration
Version Mumber: 3.5

Date |ssued: 04/30/2014

Expiration: 06/09/2014

Quantity: 6 File Collaboration Hosts
Licensed To: Peer Software

Company: Peer Software, Inc. NFR
Account ID:

Address:

City, Zip:,

Country:

Licensed Features

Mazximum number of NetApp Basic hosts [13 TB]: 2
Maximum number of Netipp Site hosts: 1

Maximum number of Windows Advanced hosts [50 TB]: 2
Maximum number of Windows Basic hosts [15TB]: 1
Maximurmn number of Peerlet instances (jobs/applications): 10
Maximurmn number of participating file collaboration hosts: 6

| QK | | Cancel |

Click the Delete button to permanently remove ALL licenses of the selected type (valid and in-
valid licenses).

Expired licenses will be listed in the Invalid Licenses tab.

The Peer Management Center User Interface

The Peer Management Center is a container for configuring and deploying Peer Management
Center Peerlet applications, including File Collaboration. The Peer Management Center graph-
ical user interface enables you to create, view, edit and delete your File Collaboration Ses-
sions, as well as view runtime information for running Peerlets.

The graphical user interface of the Peer Management Center now has two separate options: a
rich client installed and run on the sener running the Peer Management Center, and a web ser-
vice that when configured, can be accessed from remote systems via a web browser.

Main View

After starting up the Peer Management Center Client, the following Main View is displayed:
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-] Peer Management Center (Client Mode) == -
File Window Help
NiEg€Ed> @5
© Jobs W o @ ® 7 = O || Collaberation Summary £ . # Dashboard =g
type filter text ® Summary
4 ~{ File Collaberation (35) ~ || Runtime Summary View (aute-update enabled)
@ Archive Filter by: [Expression v @ Actions + [#Auto-Update
@ CAD Collaboration
3 Design = | Name Overall Stftus Failed .. Conflicts Erors  Wamin.. OpenF.. Pendin.. Queue.. Scanlt.. Scan St~
2 EMEA Referencelibrary @ Collaborating 0 0 0 0 Obytess ~ 0 0 Comple
@ FYWD Data FYWD Data @ Collaberating 0 0 0 0 Obytes ¥ 0 0 Compld =
9 Marketing Symantec Enterpis.. @ Collaborating 0 0 0 0 Obytess = O 0 Complé
@ Off-Site Ceollaberation CAD Collaboration @ Collaborating 0 0 0 0 Obytss ~ O 0 Comple
@ Operatiens Off-Site Collabora.. @ Cellaberating 6 0 0 1 Obytes ¥ 0 0 Comple
2 E"’d”“‘”;‘M g Operations @ Collaborating 0 0 0 0 Obytes + 0 0 Comple
5‘ R’:e‘“("wu ) Revit (cDOT) @ Collaborating 0 0 0 0 Obytes + 0 0 Comple
° Rwi'e(:[‘)eaﬁ 2y _Revit (cDOT - Ad.. @ Stopped 0 0 0 0 Obytes ¥ 0 0 Stoppet
@ Speciicstions || | FotcerFitters i 3 Stopped 0 0 0 0 Obyts ~ 0 0 Stoppet
Windows 2 Stopped 0 0 0 0 Obytes ¥ 0 0 Stoppe
3| Agent Summary g v %= 0 _Links 2 Stopped 0 0 0 0 Obytes ¥ 0 0 Stopper
= Enlrdar Eiltare (0 3 Stanmad n n n n Omdtsr w0 n —
type filter text @ < [ >
A Agents Avg.Bai || | Active Jobs - Failed Participants: 0 of 9 | Bytes Pending: 0 bytes | Bytes Transferred: 5.7 ME | Opens: 1 | Initial Scans Completed: 7 of 7 | Total
48 0ALa nnected) =
| QALs Connected) o Job Alerts 55 @ Alerts = 8
48 0ALa Connected)
48 QALab T Connected) 0 errors, O warnings, 23 others | Filter by: Host: | | Name: | | severity: v| Type |
[t gf‘t“ ,CCE"”E“:[HU Received Date Severity  Type Name Host Message
i QALa (Connectec
Jj QALal . 11-18-201515:01:18  Info Start Job CAD Collaboration User Started Peerlet
"J QAL 11-19-20151501:12 Info Stop Job CAD Collsboration User Stopped Peerlet
iﬂ QALs 11-19-20151330:15  Info Start Job Symantec Enterpise Vault User Started Peerlet
4 o 11-19-20151330:15  Info Start Job Revit (cDOT) User Started Peerlet
48 OALsbIW 11-19-20151330:15  Info Start Job Reference Library User Started Peerlet
11-19-20151330:14__ Info Start Job Operations User Started Peerlet
< mn > < m

The Peer Management Center is made up of the following Views:

Jobs View

The Jobs View is a list of all created file collaboration jobs that can
be modified, viewed, and started. The list is grouped by Peerlet
type, where the primary type is Eile Collaboration.

The following buttons are available within this panel:

e Start and Stop buttons allow you to start and stop any selected
jobs.

e View Runtime Summary button displays a table of summary
information for all jobs of a selected Peerlet type.

Agent Summary
View

The Agent Summary View displays a list of known_Peer Agents
and connection status for each. Individual Peer Agents can be up-

dated and restarted from this view as well by right-clicking on one
or more items and selecting the appropriate item from the popup
menu.

Alerts View

The Alerts View displays a list of Peer Management Center alerts
that have occurred with detailed information about each alert.
Alerts relating to Peer Agent connection status changes will be re-
ported here.

Job Alerts View

The Job Alerts View displays a list of all job-specific alerts that
have occurred (including those for file collaboration sessions) with
detailed information about each alert. Alerts relating to the auto-

matic stopping and restarting of jobs will be reported here.
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File Collabora-
tion Runtime
View (tabbed
View in center of
screen)

The Peerlet Editors View is the default location of the Collabora-
tion Summary View, in addition to runtime and configuration sub-
views for all open jobs.

For each open file collaboration job, the following sub-views are

available as tabs:

e Summary Tab - Displays current synchronization summary
and session statistics.

e Session Tab - Shows currently opened files, session locks, and
files being synchronized.

e Event Log Tab - Displays a log of recent file activity.

e File Conflicts Tab - Shows a list of current file conflicts and
guarantined files.

o Alerts Tabs - Displays alerts tied specifically to the selected
job.

e Participants Tab - List of currently configured and associated
host participants for the selected job, in addition to connection
status for each.

e Configuration Tab - Shows a summary of all configurable
items for the selected job.

Dashboard

Shows the Dashboard Summary View panel which displays
metrics and key performance indicators from all running Eile Col-
laboration Jobs, File Synchronization Jobs, and Agents.

Peer Agent De-
tail Summary

The Peer Agent Detail Summary is a panel which displays a list
of all known Peer Agents deployed and their detailed status in-

formation which can be used to assess the health of the environ-
ment.

Table Detail Viewer

Most tables shown throughout the Peer Management Center support double-clicking on any
row. This action will bring up a popup dialog containing all of the details pertaining to the in-
formation in that row. An example is shown below:

Hub Alert Details

Received at:
Severity:
Category:

Host Marme:

Locally Generated at: | 05-06-2014 151212

Marme:

Message:

| 05-06-2014 15:12:12

| Info

| Agent

| Win12R2a

| Connection

TL5v1.2 Connection to: Win12R2a:61617 (Cipher Suite:
TL5_ECDHE_RSA_WITH_AES_256 CBC_SHA384)

Click outside of popup to close
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In addition, most right-click context menus contain the ability to copy this detailed information
on one or more rows all at the same time. This information can then be pasted into any docu-
ment editor.

Main View Toolbar

The Peer Management Center Client toolbar buttons include:

Initiates the process of creating a new Job based on the Peerlet

New Job types that are installed.

User Preferences Opens the Preferences window allowing the user to configure set-
tings for the Peer Management Center, as well as global settings
for file collaboration sessions.

Shows the Dashboard Summary View panel which displays
View Dashoard metrics and key performance indicators from all running Eile Col-
laboration Jobs, File Synchronization Jobs, and Agents.

View Agent De- The Peer Agent Detail Summary is a panel which displays a list of
tail Summary all known Peer Agents deployed and their detailed status informa-

tion which can be used to assess the health of the environment.

Opens the Assign Tags dialog where resources can be viewed and
Assign Tags assigned to tags or categories. Tagging resources helps when
managing large number of resources.

View Alerts Opens the Alert view which displays Peer Management Center
alerts such as Peer Agent connection status changes, etc.

View Job Alerts Opens the Job Alert view which displays alerts such as job re-

starts, etc.
Refresh the cur- Refreshes all current views and tabs.
rent selected
view

Web Interface

Peer Management Center now offers a new way to manage and monitor collaboration jobs via a
robust web interface. Unlike many other web management consoles, Peer Management
Center's web interface is very responsive and is built to mirror the functionality of the rich client
(which is still included with the Peer Management Center installer for use by system adminis-
trators). When properly configured, the web interface allows system administrators to manage
Peer Management Center's collaboration jobs from any location without the need to remotely
log in to the Peer Management Center server.

In addition, this web interface includes a role-based login system with two out-of-the-box roles:
admin and helpdesk. The former has complete access to all functionality found in the Peer
Management Center's rich client, while the latter only has a read-only view of collaboration jobs
along with the ability to release conflicts for any running jobs.
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How to Set Up

The setup process for the web interface is driven by following screen within the installer for the
Peer Management Center:

%  Setup - Peer Management Center 4.0.1.20151113 M

Peer Management Center Web Server Configuration -:[E
Provide the name or IP address thraugh which dients will connect to the Peer -
Management Center Web Service, r——

!

(® Local Access - Make Web Service accessible to users on the local server only
(") Public Access - Make Web Service accessible to users from anywere on the network

() Disable Web Service

Hostname or IP: (localhost @

Enable HTTP  using Port: (3081

[ ] Enable HTTPS using Port: |8443

< Back || Mext = | | Cancel

The options on this screen are as follows:

Selecting this option will allow access to the web interface only when re-
Local Ac- . .
cess motely connected into and using a web browser on the local Peer Man-
agement Center server.
Public Ac- Selecting this option will allow access to the web interface via the con-
cess figured hostname or IP address. Please note that Public Access does
not necessarily mean that anyone on the Internet will be able to access
the web interface. This access should be further limited via NAT and net-
work firewall policies.
As an option, "0.0.0.0" can be used in the Hostname or IP field in
conjunction with the Public Access option to fully open up web ac-
cess on your network.
Disable . . . . . .
Selecting this option will completely disable the web interface and set
Web Ser- .
vice the Peer Management Center Web Senice to manual.
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Hostname This is the hostname or IP address via which clients can access the

or IP web interface. If Local Access is set, this will be forced to use "local-
host".

Enable

HTTP (using Enables HTTP access to the web interface using the specified port.

Port)

Enable Enables HTTPS access to the web interface using the specified port and

HTTPS (us- a built-in SSL certificate. More details on changing SSL certificates can

ing Port) be found here.

If you need to make changes to the configuration of the web interface, you will need to stop the
Peer Management Center Web Service in services.msc and use Notepad to modify the
config.ini file located under PMC_INSTALL_FOLDER\Hub\web-configuration\ (where
PMC_INSTALL_FOLDER represents the root installation directory of Peer Management
Center). Once modifications are complete, save the file and restart the Peer Management
Center Web Service. The important items to configure within this file are:

org.ec- Set to "true" to enable HTTP access to the web interface. If set to "true”,
lipse.equi- the org.eclipse.equinox.http.jetty.http.host and org.osgi.ser-
nox.http.jett vice.http.port items must also be configured in order to enable HTTP
y.http.en- access to the web interface. If set to "false", HTTP access will be dis-
abled abled and the other HTTP-related settings will be ignored.

org.ec- Set this to the hostname or IP address via which the web interface can
lipse.equi- be accessed using HTTP. Set this to "localhost” to enable local access
nox.http.jett only for HTTP.

y.http.host

org.osgi.se Set this to the port to be used for HTTP access.

r'_

vice.http.po

rt

org.ec- Set to "true" to enable HTTPS access to the web interface. If set to
lipse.equi- "true", the org.eclipse.equinox.http.jetty.https.host and org.osgi.ser-
nox.http.jett vice.http.port.secure items must also be configured in order to enable
y.https.en- HTTPS access to the web interface. If set to "false", HTTPS access will
abled be disabled and the other HTTPS-related settings will be ignored.
org.ec- : : . .

lipse.equi- Set this to the hostname or IP address via which the web interface can

nox.http.jett
y.https.host

be accessed using HTTPS. Set this to "localhost” to enable local ac-
cess only for HTTPS.

org.osgi.se
r_
vice.http.po
rt.secure

Set this to the port to be used for HTTPS access.

IMPORTANT NOTES FOR THE CONFIG.INI FILE:
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o All settings listed above must be followed by an "=" and a value. For example, to enable
HTTP access, the line in the config.ini file with org.eclipse.equinox.http.jetty.http.en-
abled should look like:

org.eclipse.equinox.http.jetty.http.enabled=true

e HTTP and HTTPS are configured independently of one another in the config.ini file and as
such, can be set to different modes. For example, HTTPS could be configured in a public
mode, while HTTP is set to private ("localhost").

o DO NOT modify any other settings in the config.ini. Doing so may result in the inability of
the web interface to start.

e Duplicate entries in the config.ini file may also result in the inability of the web interface to
start.

How to Use

Once Peer Management Center has been installed and all senices have been started, open up
a web browser and enter the following URL.: http://localhost:8081. Please note that the exact
URL will vary depending on the settings you have selected in the How To Set Up section above
(for example: http vs https, appropriate hostname or IP, and appropriate port). In the page that
loads, select the Peer Management Center Portal link. The following page will then be dis-
played:
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Peer Management Center Authentication

(i) Please enter your login credentials

Username | admin

Password | ssssssss

Login

The default user name is "admin” with a default password of "password”. We highly recom-

mend that you change this password. See the User Management section for more information
on changing account passwords.

If logged in with an admin account, the following will be displayed:
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As mentioned abowve, those with admin accounts will have complete access to the Peer Man-
agement Center's Ul. For more details on how to use the full Peer Management Center inter-
face, please see the Main View section of this help document.

Those with helpdesk accounts are limited to read-only access of the following:
e The Job View

e The Collaboration Summary view
e The Summary and Session tabs of each job.

In addition, these accounts have read-write access to the File Conflicts tab of each job, with
the ability to release conflicts.

How to Secure Access

There are several important things to keep in mind when it comes to securing access to Peer
Management Center's web interface:

e The default admin account password should be changed immediately. For details, see the
User Management section below.

e Access to the web interface can be in the form of both HTTP and HTTPS. The latter will en-
sure that all communication between the client browser and the senice hosting the web in-
terface is encrypted. Regardless of which is enabled, the hostname or IP address through
which clients can reach the web interface can be configured to limit access. See How to Set
Up section for more details.

e While HTTPS access to the web interface is secured out of the box with a built-in certificate,
this certificate can be swapped for a custom one. For more details on this process, please
contact Peer Software's support team via email: support@peersoftware.com.

Menus
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After starting up the Peer Management Center Client, the following menu & toolbar actions are

available:
File Menu
New Selecting this option will present you with a list of installed Peerlet types
from which you can create a new job. The options are based on which
Peer Management Center solution is installed. For example, if you in-
stalled the File Collaboration solution, then clicking the New menu item
will provide you with an option to create a new file collaboration job. The
New action is available in the toolbar as well.
Save / This button will be enabled if any of the open jobs have been modified.
Save All Selecting Save will result in the currently open and selected job to be
sawved to disk. Save All sawes all open and modified jobs to disk.
Exit Selecting this option will exit the Peer Management Center Client applica-

tion. Note that as long as the Peer Management Center Senice remains
running, all running jobs will continue to operate.

Window Menu

Open Per- Open a predefined layout of views geared towards a specific purpose.
spective
For example, one perspective is for job creation and management, while
another is for managing Peer Agents.
Reset Per- Selecting this option will reset all current windows, views, and editors to
spective... their default size and layout.
View Shows the Dashboard Summary View panel which displays metrics and
Dash- key performance indicators from all running Eile Collaboration Jobs, File
board Synchronization Jobs, and Agents.
View The Peer Agent Detail Summary is a panel which displays a list of all
Agent De- known Peer Agents deployed and their detailed status information which
tails Sum- can be used to assess the health of the environment.
mary
View Opens the Alert view which displays Peer Management Center alerts such
Alerts as Peer Agent connection status changes, etc.
View Job Opens the Job Alert view which displays alerts such as job restarts, etc.
Alerts
Assign Opens the Assign Tags dialog where resources can be viewed and as-
Tags signed to tags or categories. Tagging resources helps when managing
large number of resources.
Prefer- Opens the Preferences window allowing the user to configure settings for
ences the Peer Management Center, as well as global settings for file collabora-
tion sessions.
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View Pro- Opens the progress view which displays information pertaining to any run-
gress ning background tasks within the Peer Management Center.
Refresh Refreshes all current views and tabs.
Help Menu
User Selecting this option will open this help manual.
Guide
Download This operation takes you to our website where you can download the Peer
Peer Agent installer compatible with this version of the Peer Management
Agent In- Center.
staller
Retrieve This operation will collect and retrieve all useful log files for specified Peer
Hub/Agent Agents, the Peer Management Center, and all configured jobs. All of this
Logs information will be assembled into a single encrypted zip file that can op-
tionally be uploaded to our technical support team. The collection and re-
trieval of the log and support files will be performed in the background
which might take awhile depending on content size and network speed.
Upon completion, you will be notified and will be able to view the zip file
yourself.
Retrieve This will display detailed statistical information about all messaging that
Broker has transpired for all connections (Peer Agents and the Peer Management
Statistics Center) to the Peer Management Center Broker.
Thread Gives options to generate a thread dump of the running Peer Management
Dump Center Client and Senvice, as well as the running Peer Management
Center Broker senice. Both of these can be used by our technical support
to debug certain issues.
Generate This will generate a memory dump of the running Peer Management
Memory Center Client and Senvice which can be used by our technical support to
Dump File debug certain issues.
Compress Check this option in cases where the database consumes a large amount
DB on Re- of disk space. This option will compress the database upon restart of the
start Peer Management Center senice.
About Displays version information about the Peer Management Center along
Peer Man- with which components are installed.
agement
Center
Job View

The Job View is located in the top left section of the Peer Management Center and contains a
list of all Peerlet types and saved instances.
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Double-clicking on any job will open the selected job in the Eile Collaboration Runtime View,
while double-clicking on the Peerlet type File Collaboration will open the Collaboration Sum-
mary View in the open tabs section.

Context Menu

Right-clicking on any job will open a context popup menu with the following options:

Open Open the selected job in an already open tab within the File Collaboration
P Runtime View. Otherwise, a new tab will be opened for the selected job.

Openin Open the selected job in a new tab within the File Collaboration Runtime

New Tab View.

Start Start the selected job if it is not already running.

Stop Stop the selected job if it is already running.

Delete Delete the selected job from the Peer Management Center and from disk.

Edit Con- Edit the configuration for the selected job.

figuration(s)

Copy Copy the selected job while assigning it a unigue name.

Rename Rename the selected job.

Selecting multiple jobs and right-clicking will show a subset of the above context popup menu.
Doing so, will allow you to open, start, stop, and edit multiple jobs at once. For more informa-
tion, see the Multi-Job Edit Section of this help document.

Toolbar

Copyright (c) 1993-2018 Peer Software, Inc. All Rights Reserved



Peer Management Center Help

The following buttons are available on the toolbar within the Job View:

g:::gi’d Allows for the selection of built-in or user-defined filters and to save / man-
. age filter expressions. Default Job filters include Failed Jobs, Jobs with
Load Fil- " : ™
ters Backlog, and Running Scans. For example, filter:"Running Scans".
Assign Opens the Assign Tags dialog where resources can be viewed and as-
Tags signed to tags or categories. Tagging resources helps when managing
large number of resources.
Start Job Start one or more selected and currently stopped jobs.
Stop Job Stop one or more selected and currently running jobs.
View a table of summary information for all jobs of a selected Peerlet type.
View Col- The View is defined and opened by simply clicking on a job ("Such as
laboration "Document Collaboration” in the image abowe) or it's parent Peerlet type
Summary (or "File Collaboration" in the image abowe), then pressing the View
Runtime Summary button.
Filtering

To filter through a large list of Jobs, use the Filter field located below the toolbar buttons in the
Job View panel. For more details on how to filter through resources, see FEilter Expressions.

Peer Agent Summary View

The Peer Agent Summary View is located in the bottom left section of the Peer Management
Center below the Job View. This view contains a list of all known Peer Agents installed in your
environment and displays the current connection status for each.
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7| Agent Surnmary CITE = 0
type filter text 0]
& Agents Avg. Bandwi

J# QALab1Win03A (Connected)

WA i

g QALabTWinDBR2ZA (Connected)
S| QALab1Win03R2E (Connected)
g CALabTWin0BR2C (Connected)
gl QALabTWin0ER2D (Connected)
g QALabTWin08:x64A (Connected)
g QALab1Win12A (Connected)
g CALabTWin12R2A (Connected)
gl QALabTWin12R2E (Connected)
g QALabTWin12R2C (Connected)
g QALabTWin12R2D (Connected)

Toolbar

The following buttons are available on the toolbar within the Peer Agent Summary View:

View

Agent De- Opens the Peer Agent Detail Summary View panel which provides details

tail Sum- for all known Agents and their status.

mary

Manage, Allows for the selection of built-in or user-defined filters and to save / man-

Save and age filter expressions. Default Agent filters include Connected and Dis-

Load Fil- connected.

ters

Assign Opens the Assign Tags dialog where resources can be viewed and as-

Tags signed to tags or categories. Tagging resources helps when managing
large number of resources.

Filtering

To filter through a large list of Agents, use the Filter field located below the toolbar buttons in
the Peer Agent Summary View panel. For more details on how to filter through resources, see

Filter Expressions.

Valid connection statuses are:

Connec- Indicates Peer Agent is currently connected to the Peer Management
ted Center Broker.
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Discon- Indicates that Peer Agent has disconnected from the Peer Management

nected Center Broker. This can be a result of stopping the Peer Agent, or if the
network connection between the Peer Agent and the Peer Management
Center Broker was sewvered.

Pending This indicates that a heartbeat for the Peer Agent was not received within

Discon- the configured threshold and that the Peer Agent is in the process on be-

nect ing disconnected if a heartbeat is not received soon. This status can also
occur if the Peer Agent does not respond to a pending ping.

Unknown If no connection status is displayed, then either the Peer Agent was not
running on that host when the Peer Management Center was started, or
the first heartbeat message has not been received from that host.

Peer Agent Menu Options

Right clicking on one or more host names in the Peer Agent list will open a context popup
menu with the following options:

Remove This will remowe the selected Peer Agent(s) from the view, but if the Peer
Agent is still running or connects again, then it will be added back to the
list when the next heartbeat is received.

View Displays properties for the selected Peer Agent, e.g. heartbeat information,

Proper- host machine configuration, messaging statistics, performance statistics,

ties etc. See the section View Peer Agent Properties Dialog for more details.

Edit Con- Clicking on this menu item will display a dialog where you can edit user

figuration configurable properties for the selected Peer Agent.

Restart If the selected Peer Agent is connected, this menu item will restart the

Agent Peer Agent Windows senvice running on the corresponding host. In the

Service event that the Peer Agent is not connected to the Peer Management
Center Broker, an attempt will be made to restart the Peer Agent Windows
senvice using the Windows sc command. Please note that this will only
work if the user running the Peer Management Center Client can access
the remote Peer Agent system and has the appropriate domain permis-
sions to start and stop senices on the remote Peer Agent system.

Remote Launch a Windows Remote Desktop connection to the selected Peer

Desktop Agent.

Edit This action displays a dialog through which the selected Peer Agent can

Agent be configured. Configurable options include Peer Management Center

Configur- Broker connectivity, Peer Agent logging, Peer Agent memory usage,

ation among others. For more information, see the page on Central Peer Agent
Configuration.

Retrieve This action retrieves log files for the selected Peer Agent containing inform-

Log Files ation used by our technical support staff to assist in debugging issues.
The log files are encrypted and will be located in the support folder of the
Peer Management Center installation directory. They can optionally be up-
loaded to our technical support team.
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Test
Agent
Band-
width
Speed

If the selected Peer Agent is connected, this menu item will start a band-
width speed test to be performed in the background. You will be notified at
completion with the results of the test.

Generate
Thread
Dump

This will generate a thread dump for the selected Peer Agent which can be
used by our technical support to debug certain issues. The debug file will
be located in the Peer Agent installation directory.

Generate
Memory
Dump

This will generate a memory dump for the selected Peer Agent which can
be used by our technical support to debug certain issues. The debug file
will be located in the Peer Agent installation directory.

Memory
Garbage
Collec-
tion

Force a garbage collection operation to attempt to reclaim memory that is
no longer used within the Peer Agent's JVM.

Copy File

This action copies a specified file from the Peer Management Center to the
designated target folder on each selected Peer Agent. The target folder is
relative to the Peer Agent installation directory.

Transfer
Rate Re-
port (not
available
on Web
Client)

This action displays a time series performance chart of average transfer
rate for the selected Peer Agent over the last 24 hours.

Peer Agent Updates

Additionally, if the Peer Agent software running on a host is out of date, the host will be shown
as having a pending update in the Peer Agent Summary View. When right-clicking on the host,
the option to automatically update the Peer Agent software will also be available. This process
can be done right from the Peer Management Center and usually does not require any addi-
tional actions on the host server itself.

View Peer Agent Properties Dialog

Selecting "View Agent Properties” menu item for a selected host will result in the opening of
the following Peer Agent Properties dialog:
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0] View Agent Properties -
General Heartheat | Machine I Messaging | Performance | /WM Performance |
Agent Host Mame | QALARTWIMIZR2F | i
Connection Status Connected

Custom Description

Descripticn | Windows |
Discovery Time | 03-22-2017 18:27:53 |
Heartbeat Enabled

WM Architecture | amdgd

|
JVM Version | 1.8.0_121-b12 |
Local Time | 04-25-2017 11:01:36 EDT |
Local Timedone | Eastern Standard Time |
55L Enabled
Start Time | 04-20-2017 13:02:51 | W

QK | | Cancel |

This dialog displays Peer Agent and host machine information across the following categories:

General Displays general Peer Agent runtime information such as, discowery time,
local time, SSL use, Peer Agent startup time, Peer Agent \ersion, user
name Peer Agent senice is running as, etc.

Heartbeat Displays heartbeat information and statistics such as, heartbeat fre-
qguency, awg heartbeat time, last heartbeat time, total Peer Agent discon-
nects, total missing heartbeats, etc.

Machine Displays machine information of the host that the Peer Agent is running on
such as, # of processors, computer name, domain name, IP address, in-
stalled memory, O/S, etc.

Mes- Displays general Peer Management Center Broker messaging statistics for

saging the selected host, such as, total messages received, total messages sent,
# errors, etc.

Perform- Displays general performance statistics for the underlying host machine

ance such as, available virtual memory, available physical memory, memory
load, etc.

JVM Per- Displays JVM performance statistics for the running Peer Agent applica-

formance tion such as active # of threads, heap memory used, non-heap memory
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used, etc.

Edit Peer Agent Properties Dialog

Selecting "Edit Agent Properties” menu item for a selected host will result in the opening of the
following Peer Agent Properties dialog:

2 Edit Agent Properties -
General
Connection Type | v|
Preferred Host ]
RDP Connection String | |
oK | | Cancel

This dialog displays the following configurable Peer Agent and host machine options:

Connec- Allows for the selection of a connection type between selected Peer Agent

tion Type and it's associated Peer Management Center Broker. When set, optimiza-
tions are made to the communication between the two parties based on
the selected connection type.

Preferred A best practice optimization for selecting which Peer Agent has the fastest

Host connection to the Peer Management Center Broker (or in appropriate
cases, for selecting which Peer Agent are on the same subnet as the Peer
Management Center Broker)

RDP Con- The connection string to use when activating an RDP session to this Peer

nection Agent.

String
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Alerts View

The Alerts View is automatically displayed when a critical system (Error or Fatal) alert is re-
ceived. By default, the Alerts View is displayed under the Eile Collaboration Runtime View.
You can close the view at anytime by clicking on the X (close) button on the Alerts tab. You
can open the Alerts view at any time by clicking on the View Alerts button located on the
Peer Management Center toolbar or by selecting the Window menu, then the Show View
submenu, followed by the View Alerts menu item.

Alert severity is broken down into four main categories: Informational (containing Info, Debug,
and Trace), Warning, Error and Fatal. An example of an Informational alert is when an Peer
Agent connects to the Peer Management Center Broker. If an Peer Agent's network connec-
tion is sewered, then an Error alert will be logged. All alerts are also logged to the file
hub_alert.log, available under the 'Hub\logs' sub directory within the Peer Management
Center installation directory.

You can filter alerts based on host name, sewerity level, or type, and you can sort alerts by
clicking on a specific column header. You can also clear all alerts in the table by clicking the
Clear Alerts link.

52 Job Alerts | (@) Alerts 52 =8
0 errors, 1 wamings, 6 others | Filterby: Host: | severity: v| Type | v|  Clear Alerts

Received Date Severy  Type Name Host Message £
05-06-201415:55:07  Info Agent Connection WinG2R2a TLSW1.2 Connection to: Win12R22:61617 (Cipher Suite: TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA384)
05-06-201415:55:07  Info Connection Startup Win02R2a Agent Started

05-06-201415:5425  Waming  Connection Shutdown Win02R2a Agent Shutdown

05-06-201415:1%:17  Info Connection Startup Win08R2a Agent Started

05-06-201415:1%:16  Info Agent Connection Win02R2a TLSV1.2 Connection to: Win12R2a:61617 (Cipher Suite: TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA334)
05-06-201415:12:12  Info Connection Startup Win12R2a Agent Started

05-06-20141512:12  Info Agent Connection Win12R2a TLS¥1.2 Connection to: Win12R22:61617 (Cipher Suite: TLS_ECDHE _RSA_WITH_AES_256_CBC_SHA384)

< m >

You can also resize the Alerts View by dragging the separator between the upper view and the
Alerts View, or you can double-click on the Alerts tab to maximum the view. You can restore
the view to it's original, non-maximized size by double-clicking on the Alerts tab again.

Job Alerts View

The Job Alerts View is automatically displayed when a critical job-related (Error or Fatal) alert
is received. By default, the Job Alerts View is displayed under the Eile Collaboration Runtime
View, alongside the standard Alerts View. You can close the view at anytime by clicking on
the X (close) button on the Job Alerts tab. You can open the Job Alerts view at any time by
clicking on the View Job Alerts button located on the Peer Management Center toolbar or by
selecting the Window menu, then the Show View submenu, followed by the View Job
Alerts menu item.

Job alert sewerity is broken down into four primary categories: Informational (containing Info,
Debug, and Trace), Warning, Error and Fatal. An example of an Informational alert is when a
job is started or stopped manually by the user. If a job loses one of it's participating hosts and
as a result, cannot keep a quorum and shuts down, then a Fatal alert will be logged. All alerts
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are also logged to the file job_alert.log, available under the 'Hub\logs' subdirectory within the
Peer Management Center installation directory.

You can filter alerts based on host name, job name, sewerity lewel, or type, and you can sort
alerts by clicking on a specific column header. You can also clear all alerts in the table by
clicking the Clear Alerts link.

5 Job Alerts 32 _ Alerts =8

0 errors, 0 wamings, 2 others | Filterby: Host: | Name: | | severity: v| Type | v|  Clear Alerts

Received Date Severy  Type Name Host Message Exception
05-06-201415:58:35  Info Stop Job Projects Collaboration User Stopped Peerlet
05-06-201415:50:34  Info Start Job Projects Collaboration User Started Peerlet

You can also resize the Job Alerts View by dragging the separator between the upper view and
the Job Alerts View, or you can-double click on the Job Alerts tab to maximum the view. You
can restore the view to it's original, non-maximized size by double-clicking the Job Alerts tab
again.

Creating a File Collaboration Job

The topics in this section provide some basic information about creating and editing File Col-
laboration Jobs.

Overview

File Collaboration Jobs are created using the Peer Management Center. When configuring your
first job, we strongly recommend that you first configure the Global File Collaboration settings,
as well as global settings like SMTP configuration, which is specific to the Peer Management
Center. Details on what and how to configure these global options can be found in the Global

Configuration section.

To create a new job, once global options are set, click the Create New button in toolbar of the
Peer Management Center, or you can select the New menu item from the File menu. A list of
all installed Peerlet types will be displayed. Selecting the File Collaboration option will

prompt you for a unique name for the job, then open the File Collaboration Configuration dialog.

You can edit an existing job by selecting one or more jobs in the Job View, right-clicking, and
selecting Edit Configuration(s). The Peer Management Center now has support for editing
multiple jobs at once. Please see the section on Multi-Job Edit Support for more details.

Configuring a file collaboration session will require the following steps:

o Global Configuration (important to configure before setting up your first job)
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e Step 1 - Host Participants & Folders Settings (the beginning process of creating an indi-
vidual file collaboration job)

e Step 2 - General Settings

o Step 3 - File Filters Settings

e Step 4 - File Conflict Resolver Settings

e Step 5 - Delta Replication

e Step 6 - File Metadata

e Step 7 - File Locking

e Step 8 - Logging and Alerts

e Step 9 - Target Protection

e Step 10 - Email Alerts

e Step 11 - Tags

e Step 12 - Save Settings

Global Configuration

Before configuring the individual aspects of a file collaboration session, we firstrecommend pre-
configuring a number of global options thatcan be applied towards all file collaboration sessions.

The following configuration items are notalways required, but highly recommended:
SMTP Email Configuration

Email Alerts

SNMP Alerts

File Filters

Tags Configurations

User Management

1. SMTP Email Configuration

Before the Peer Management Center can send emails on behalf of any file collaboration job, a
few key SMTP settings must be configured. To set these values, click on the Window menu
from with the Peer Management Center, and select Preferences. Within the dialog that pops
up, select SMTP Email Configuration on the left-hand side of the dialog. The following
screen will be displayed.
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2 Preferences o [ ==l
type filter text SMTP Email Configuration (=g -
I+ File Collaboration ) ] _
b General Configuration SMTP Email Configuration
Licensing SMTP Host: | smtp.office365.com |
SMTP Email Configuration -
User Management SMTP Port: | 387 v
Encryption:
Encryption Type: |TLS v|
Username: | user@domain.com |
Password: | LI LTI L] |
Sender Email: | user@domain.com |
Use Recommended Office365 Settings:
Test Email Settings
oK | | Cancel

SMTP Host The host name or IP address of the SMTP mail server through which

(required) the Peer Management Center will send emails.

SMTP Port TCP/IP connection port (default is 25 and 465 for encryption) on which
the mail sener is hosting the SMTP senice. It is recommended that
you leave the default setting unless your email provider specifies other-
wise.

Encryption Check this box if the SMTP mail sener requires an encrypted connec-
tion.

Encryption If encryption is enabled, an encryption method must be selected. TLS

Type and SSL are the available options. If you do not know which one your
mail server requires, try one then the other.

User The username to authenticate as on the SMTP mail sener (optional).

Password The password of the username specified above (optional).

Sender The email address that will appear in the From field of any sent emails.

Email (re- This email address sometimes needs to have a valid account on the

quired) SMTP mail sener.

Use Recom- . . . i

mended Of- Enable this checkbox if you are connecting to an Office365 SMTP
sener to use recommended settings for the connection. Follow Mi-
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fice365 Set- crosoft's Direct Send recommendations to setup Email configuration
tings with an Office365 SMTP sener.

It is highly recommended that you test your SMTP settings before saving them. To do so, click
on the Test Email Settings button. You will be prompted for an email address to send the test
message to. Upon submission, the Peer Management Center will attempt to send a test mes-
sage using the specified settings.

2. Global Email Alerts

Overview

The Peer Management Center supports the conceptof "Email Alert Configurations" where a single
configuration (consisting of a unique name, a selection ofalerttypes along with a list of email ad-
dresses) can be applied to multiple file collaboration jobs without requiring repeatentry foreach
job.When an Email Alert configuration is applied to a job, an email will be sentto all listed recipi-
ents anytime a selected alerttype is triggered by thatjob.

To mange these configurations, navigate to the Wind ow menu of the Peer Management Center,
selectPreferences, then navigate to and selectEmail Alerts from the tree node onthe left. The
following screen represents the list of defined Email Alert configurations, along with buttons to add
new ones and edit, copy and remove existing ones.

& Preferences == -

type filter text Email Alerts - v

4 File Collaboration
EMC CEE Configuratior
Email Alerts Mame Cenfigured Alerts Recipients Add

Event Detection Mew Email Alert Configura... Session Aber, File Quaran... HelpDesk@ Company.com
FPolicy 7-Mode Config

FPolicy cDOT Configur
File Filters Copy
Lecking _—

Edit SMTP Email Configuration

Performance
Revit Enhancements
SMMP Motifications
Scan Manager
I+ General Configuration
Licensing
SMTP Email Cenfiguration
User Management

| oK | | Cancel

Upon adding or editing an Email Alert configuration, the following dialog is displayed:
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<)

Email Alert Configuration

Configuration Name: | Help Desk Email Alert Configuration |

Alert Types
Session Abort

Queue Alerts
[[]Enable Queue Alerts

Recipients

File Quarantined Haost Failure

[w]Scan Error

High Threshold: | {qop Low Threshold: | 107

Alert on recovery

HelpDesk@Company.com

| OK | ‘ Cancel |

Within this dialog, you can select specific alerttriggers on which an email will be generated and
configure the list of email recipients ofthe alert(s). Alerttypes are defined below.

Alert Types
Session Enables sending an alert when a session is aborted because of lack of quorum
Abort due to one or more failed hosts.
File Enables sending an alert when a file is marked as quarantined because a file
Quarant- conflict was not able to be resolved.
ined
Host Enables sending an alert when a host timeout occurs and the host is taken out
Timeout of session.
Scan Er- Enables sending an alert when an error occurs during the initial synchronization
ror process.

Queue Alerts

Enable
Queue
Alerts

Enabling this feature will send e-mail alerts when the “Queued Items” counter on
the Collaboration Summary screen exceeds the configured “High Threshold”
value. This counter is the combination of the “Real-Time” and “File Sync”
queues as they are displayed in the Ul for the job. This counter is checked every
20 seconds and if it exceeds the configured “High Threshold” an e-mail will be
sent. Another alert will not be sent until the counter has dropped below the con-
figured “Low Threshold” value and then exceeds the “High Threshold” value
again.
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High The high value of the “Queued Items” counter on the Collaboration Summary

Threshol screen. When this value is exceeded, an e-mail will be sent.

d

Low Once an email has been sent, no additional emails will be sent until the con-

Threshol figured "Low Threshold" value is met and then the "High Threshold" value is met

d again.

Alert on The “Alert on recovery” option controls whether or not an email will be sent indic-

recovery ating that the counter has recovered to the Low Threshold value after an alert
had been previously sent.”

3. Global SNMP Notifications

Overview

The Peer Management Center has basic supportfor SNMP messaging. SNMP notifications are
setthrough the concept of "SNMP Notification Configurations" where a single configuration (con-
sisting of a unique name, a selection of notification types along with a trap prefix and destination)
canbe applied to multiple file collaboration jobs without requiring repeat entry for each job. When
an SNMP Notification configuration is applied to a job,a SNMP trap will be sentto the destination
IP address or hostname anytime a selected notification type is triggered by the job

To mange these configurations, navigate to the Wind ow menu of the Peer Management Center,
selectPreferences, then navigate to and select SNMP Notifications from the tree node on the
left. The following screen represents the listof defined SNMP Notification configurations, along
with buttons to add new ones and edit, copy and remove existing ones.
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5] Preferences == -

type filter text SNMP Notifications - - v
4 File Collaboration
EMC CEE Configuratior Mame Destination Trap Prefix Motifications Add
Email Alerts SMMP Alert Config 1 255.255.255.255:162  1.3.6.1.4.1.733 Session Started, Se...
Event Detection Edit
FPolicy 7-Mode Config
FPolicy cDOT Configur
File Filters R —

Locking
Performance
Revit Enhancements
SNMP Motifications
Scan Manager
I General Configuration
Licensing
SMTP Email Configuration
User Management

| 0K | | Cancel |

Upon adding or editing a SNMP Notification configuration, the following dialog is displayed:

] SNMP Notification Configuration -

Configuration Name: | I’SNMP Alert Config 1 |

Source IP Address: | 192.168.170.220 v|
Destination: | 255.255.255.255 |
Trap Prefix: 13.6.1.4.1.733 |
Motification Types

Seccion Start Session Stop Seccion Abort
[] File Quarantined [+] Host Failure [+] Scan Error

| Test SNMP Settings |

| 0] 4 | | Cancel

Within this dialog, you can select specific triggers on which an SNMP trap will be generated, con-
figure the source IP address over which the trap will be sent, setthe destination hostname, IP ad-
dress, orbroadcastaddress, setthe prefix thatis attached to every message (helping to identify

messages coming from specific instances of the Peer Management Center or jobs across a net-
work), and testthe aforementioned settings. Notification types are listed below.

Copyright (c) 1993-2018 Peer Software, Inc. All Rights Reserved



Peer Management Center Help

Notification Types

Session Enables sending a notification when a session is started.

Start

Session Enables sending a notification when a session is stopped.

Stop

Session Enables sending a notification when a session is aborted because of lack of
Abort quorum due to a failed host(s).

File Enables sending a notification when a file is marked as quarantined because a
Quarant- file conflict was not able to be resolved.

ined

Host Enables sending a notification when a host timeout occurs and the host is taken
Timeout out of session.

Scan Er- Enables sending a notification when an error occurs during the initial synchron-
ror ization process.

4. Global File Filters

Overview

Filter expressions govern the inclusion and exclusion of files under the Watch Set. Included
files are subjectto scan and eventdetection, while excluded files are not. Initially, all files are
included and no files are excluded, exceptfor the internal expressions listed below under
Auto Excluded Filter.

Filtration can be configured with wildcard expressions to more easily cover well-known file ex-
tensions or names thatfollow established patterns. When a single expression is insufficient
for configuring filtration, multiple expressions may be supplied. You can also filter file based
on a file's last modified time and file size.

Usage Notes

Since inclusions and exclusions are expressed separately, itis possible to submit conflicting
expressions. The expression evaluator addresses this by exiting when a file is determined to
be excluded. Therefore, exclusions expressions override inclusion expressions.

Rename operations may subjectfiles to aninclusion status change. Renaming a file out of
the Watch Setwill trigger a target deletion, while renaming into the Watch Settriggers a target
addition.

Folderdeletions only affectincluded files, possibly leading to folder structure inconsisten-
cies. When a session participantdeletes a folder, the target outcome will vary depending on
whether excluded files are present. Folder deletions are propagated in detail to the targets
as to the exactfiles thathave been affected.
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Auto Excluded Filter

The following wild card expressions are automatically applied as exclusion expressions and
cannotbe changed:

Temporary files generated by common applications
~$*'*
*tmp

~$$$

Any file without a file extension, e.g. abcdefg

Explorer System Files
thumbs.db, and Windows shortcutfile e.g. *.Ink

Configuration Notes

The excluded and included file name filters take one or more standard wildcard expressions
thatare combined by performing a logical OR of each wildcard expression.

Standard Wildcard Expressions

* Matches zero or more characters of any value

? Matches one character of any value

The following examples show the use of wildcard syntax to enter a file exclusion or inclusion:

*.ext Filter files that end with the .ext extension
ext Filter files that contain the string ext
ext*  Filter files that start with the string ext

Peer Management Center also supports the use of complex regular expressions, e.g.
<<regEx>>. These expressions can be used for either included or excluded patterns. For in-
formation on where to enter a regular expression, see the Configuration section immediately
below.

A good reference on regular expressions can be found here: http://www.regular-expres-
sions.info/reference.html
Filtering on Folders

In addition to filtering on files, you can filter on folders using the following syntax: \Folder or
\Folder* or \Folder\*

Presently, Peer Management Center only supports included expressions for a full folder path,
and does not support wildcard matching on parent paths. For example, the following expres-
sion is not valid: \Folder*\Folder

Reduce the Number of Jobs Using Folder Filtering
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For management purposes, we recommend keeping the total number of jobs as low as pos-
sible, preferably to no more than 10. Using folder filters, you can reduce the total number of
jobs without sacrificing efficiency. This process inwolves analyzing all existing jobs, identifying
all the folders and hosts that will be collaborating, and consolidating them into fewer jobs by
watching a few root folders at a higher lewel. Filters will then be added to include or exclude
only the folders of interest. Here is a small example which demonstrates this concept:

Example:
Reduce existing four jobs down to two:

old D:\General D:\General
Jobs|  Job2 | E:\Common F:\Common
BEEEFTYEE D:\Projects D:\Projects

[ ] Jobs | E:\Documents F:\Documents

After consolidation:

| |Filter Option 1] Filter Option 2 |
New D:\ D:\ \General\* All other files
Jobs| | \Projects\*

[ | Job2 | E:\ F:\ \Common\* All other files

I \Documents\*

Jobs 1 and 3 were merged into a single job watching the root D drive on both senvers while us-
ing Filter Option 1 or 2.

Jobs 2 and 4 were merged into a single job watching the root E drive on Senver 1 and the root F
drive on Sener 2 while using Filter Option 1 or 2.

Please note the following regarding regular expressions:
o Peer Management Center does not support the ability to use Regular Expressions for
multi-level folder inclusions such as \Levell\Level2\FolderName.
o Peer Management Center does not currently support the ability to filter on certain parts
of a path, like \Folder\*\Folder and \Folder*\.
Additional Folder Filter Examples

To exclude a specific folder from anywhere within the Watch Set:

*\FolderName
*\FolderName\FolderName

To exclude a specific folder from the ROOT of the Watch Set:

\FolderName
\FolderName\FolderName

To exclude folders that END with a specific name from anywhere within the Watch Set:
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*FolderName\
To include a specific folder from the ROOT of the Watch Set:
\FolderName
\FolderName\FolderName
Configuration
The Peer Management Center supports the conceptof "File Filter Configurations" where a single
configuration (consisting of a unique name, and lists of inclusion and exclusion expressions) can

be applied to multiple file collaboration jobs without requiring repeatentry forany job. This capab-
ility also allows you to define File Filter combinations for use with specific collaboration scenarios.

To mange these configurations, navigate to the Wind ow menu of the Peer Management Center,
selectPreferences, then navigate to and selectFile Filter Configurations from the tree node
on the left. The following screen represents the list of defined File Filter configurations, along with
buttons to add new ones and edit, copy and remove existing ones. To increase flexibility, multiple
File Filters can be applied to a single job, combining elements of each to form one large filter. For
more information on selecting multiple filters, see the page on File Filter Selection.

<} Preferences [= =[]
type filter text File Filters T
4 File Collaboration

EMC CEE Configuratior Name Type Exclusions Inclusions Date Filter Size Filter Add

Email Alerts Default Any ~** *BAK *BCK “WEK, .. None Selected Include all dates  Mone

Event Detection Include Folder Filter (Regex)  Any None Selected <<0WF(FR(aba)(\7)?8)» > .. Include all dates  None

FPolicy 7-Made Cenfig Invalid Characters Any << I8 Nene Selected Include all dates  None

FPolicy cDOT Configur: Include Folder Filter Any None Selected \Office™, \Filer™ Include all dates  Nene

File Filters Revit Synchranizatio... None Selected VS DAT, \SRVT, \"RWS, \"... Include all dates  None

Locking DOCK Synchronizatio... MNone Selected \DOCX Include all dates  None

Performance Sync Only Default Synchronizatio... None Selected \5EXE \*DLL \ROTF, \*T.. Include all dates  None

Revit Enhancements
SNMP Notifications
Scan Manager
b General Configuration
Licensing
SMTP Email Configuration
User Management

Upon adding or editing a File Filter configuration, the following dialog is displayed:
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] File Filter Configuration -

Configuration Mame: | Default

Filter Type: Any w |

Auto Excluded

To see a list of file types that are automatically excluded from cellaboration, click here

Excluded File Mame & Path Wildcard Patterns

N#I# ~
* BAK
*BCK
* WEBE
*ASD w
Add Default Fxclusions Add Edit Remove
Included File Marme & Path Wildcard Patterns

Add Edit Remowve
Included Last Modified Dates Excluded File Sizes
|Ir1c|u-:|e all dates V| |N-:|r1e W

III days | D| bytes

| QK | | Cancel

When creating a File Filter configuration, you will generally wantto exclude all temporary
files created by the applications you use so they are notpropagated to the targets hosts. For
example, AutoCAD applications should add the following expressions to the Excluded File
Name filter table:

*AC$
*SV$
*DWL*
*BAK

To do so:
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1. Click the Add button under the Excluded File Name Wildcard Pattern table and enter
* AC$ and then click OK.
2. RepeatStep 1to add *.SV$, *DWL* and *.BAK

Your AutoCAD temporary file exclusion filter configuration is now created and all files ending
in*.SV$ or *. AC$ or *.DWL or *.BAK will be excluded from collaboration within any running file
collaboration job that uses this configuration..

Additionally, complex regular expressions in the format <<regEx>> can be used in both the
inclusion and exclusion pattern lists. An example is shown in the dialog screenshot above
(<< M\atmp[0-9]{4,}$>>).

The following regular expression excludes any path containing a folder "XX"' which also con-
tains a child folder "YY"

<< AAXXAWY YN *$|$)>>
The following files and folders MATCH the above expression:

\projects\xx\yy
\accounting\projects\xx\yy\file.txt
\accounting\projects\xx\yy\zz\file.txt

The following files and folders DO NOT MATCH the abowve expression:

\projects\accounting\file.txt
\projects\xx\y
\projects\xx\yyy\file.txt
\accounting\projects\xx\file.txt
\accounting\projects\yy\xx\zz\file.txt

Filtering on Last Modified Date

In addition to filtering on file names, file extensions, folder paths, or partial path wildcard pat-
tern matching, you can filter based on a file's last modified date. Peer Management Center
only supports filtering on a file's last modified date and does not support filtering on a folders
last modified date. In addition, if you have a folder hierarchy that contains files which are all be-
ing filtered based on last modified date, then all folders will still be created during the initial
scan process on all hosts. If a file is excluded from collaboration based on last modified, then
the initial scanning process will not synchronize the file even if the file's last modified time and
size do not match, or the file does not exist on all hosts. However, the file will be synchron-
ized, if and when the file is modified in the future, and if a user deletes or renames the file on
any host, the file will be deleted or renamed from all other hosts where the file exists.

Please note that if last modified date filtration is used in a single filter configuration, no other
types of filtration can be used in the configuration.

Options for Included Last Modified Date Filter

Include all This is the default option and will include all files regardless of last
dates modified date.
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Include today Includes all files whose last modified date are more recent then the
and past specified number days. For example, you can exclude all files that
have not been modified within the last year (365 days).

Include older Includes all files whose last modified date are older then the spe-
than cified number days.

Filtering on File Sizes

Filtration can also be done based on an individual file's size. Peer Management Center does
not support filtering on a folder's total size. In addition, if you have a folder hierarchy that con-
tains files which are all being filtered based on size, then all folders will still be created during
the initial scan process on all hosts. If a file is excluded from collaboration based on size, then
the initial scanning process will not synchronize the file even if the file's last modified time and
size do not match, or the file does not exist on all hosts. However, if a user deletes or re-
names the file on any host, the file will be deleted or renamed from all other hosts where the
file exists.

Please note that if excluded file size filtration is used in a single filter configuration, no other
types of filtration can be used in the configuration.

Options for Excluded File Sizes

None This is the default option and will include all files regardless file
size.

Exclude files Exclude all files whose size is greater than or equal to the specified

greater than or number of bytes. For example, you can configure a job to exclude

equal to all files greater than 1GB (1073741824 bytes).

Exclude files Exclude files whose size is less than the specified number of

less than bytes.

Sync-only and Lock-only Filters

With sync-only filters, Peer Management Center now supports the ability to exclude file types from
being locked when a file open is detected on a participant.

Likewise, with lock-only filters, Peer Management Center now supports the ability to exclude syn-
chronization across an entire job so that only opens and closes are detected and acted on, without
any synchronization being performed.

To select one of these two filters, use the Filter Type drop-down list.

For more details on these filters and when they should be used, please review this Tech Brief:
http://www. peersoftware.com/resources/tech-briefs. html?view=document&id=84
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5. Global Tags Configuration

41

Tags can be used to categorize resources and customize user's workspace or perspective.
Tagging resources helps when managing large number of resources. The Global Tags Config-
uration screen is the starting place for creating Tags and Categories that can later be as-
signed to resources. To set these values, click on the Window > Preferences menu option or
click the User Preferences button from the Main View Toolbar. See Tags for more details.

bype filter text

I- File Collaboration
4 General Configuration
Agent Connectivity
Broker Configuration
Tags Cenfiguration
Licensing
SMTP Email Configuration
User Management

Tags Configuration

Tag Mame Filter

Preferences

Category Filter

o] = (= |

Tag Name
ByteMetrics
PeerTest
Isilan

VMK
7-Mode
cDOT

0A

Default

Driver

Category
Domain
Domain
EMC

EMC
NetApp
NetApp
QA Testing
Windows
Windows

Resources

Edit Categories

oK

Cancel

6. User Management

Management of users with access to Peer Management Center's web interface can be per-
formed through either the Peer Management Center's rich client, or through an admin account
logged into the web interface.

To access the User Management configuration page, navigate to the Window menu, select

Preferences, then select User Management from the tree on the left. The following will be

displayed:
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|typefiltertext User Management

I+ File Collaboration
File Synchronization Internal Users

[ General Configuration admin

Licensing
SMTP Email Cenfiguration

| Add || Edit ||Remove|

Roles

Power User
Adrin Role
Help Desk

| Add || Edit ||Removel

Active Directory Authentication

URL: | Idap://PeerTest.Jocal
LDAP &dmin User: labadmin@PeerTest.local
Add/Update LDAP Admin User | | Test

Active Directory Users
labadmin@PEERTEST.LOCAL

| Add || Edit ||Removel

Active Directory Groups
Administrators@PEERTEST.LOCAL

| Add || Edit ||Removel

From this screen, you can add, edit, and remowe internal user accounts, roles, and active dir-
ectory users and groups.

Internal Users
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Adding an internal account requires a username, a password, an email address, and a selec-
ted role. For more details on the available roles, see the How to Use section. Once an account
has been created, it's username, password, email address and role can all be changed. The
default admin user account password is password.

Roles

Roles define user permissions to access and edit resources in the Web Interface. There are
three predefined roles with specific set of permissions: Power User, Admin Role, and Help
Desk. To create a custom role or to edit a role click the User Management > Add or Edit
button in the Roles section. To delete a role, select the role from the User Management >
Roles section, then click Remove. Adding a custom role requires a name, display nhame, de-
scription and base role. Roles can also be assigned existing Tags to define the resources
users with that role can view and edit. The following table outlines the Hub resources that each
role can edit and view:

Powe Admin Role | Help Desk
r User
Tag Resources Dia- Edit
log
PEERSYNE SUMIMELY Edit Edit Edit
View
PeerSync Job Stats Edit Edit
View Part
Memory Dump Ac- Edit Edit
tion
Advisory Alert View Edit Edit
Runtime Summary Edit Edit View Only
Interface
Permission Mode Edit Edit
Status Agent Tree View Only Edit
View
Session View Edit Edit View Only
Peerlet View Edit Edit View Only
Preferences Edit
Broker Statistics Ac- Edit Edit
tion
Hub Alert View Edit Edit
PeerSync Configura- Edit Edit View Only
tion Interface
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PeerSync Job Stats Edit Edit Edit
View

Event Analyzer Con- Edit Edit

figuration Interface

Collaboration Sum- Edit Edit

mary View

PeerSync Update Edit Edit Edit
Log View

PeerSync Add Log Edit Edit Edit
View

PeerSync File Con- Edit Edit Edit
flict View

PeerSync Runtime Edit Edit View Only
Summary Interface

Folder Analyzer Edit Edit View Only
View

Hub Save All Edit Edit

PeerSync Parti- Edit Edit

cipant View

New Peerlet Action Edit

File Conflict View Edit Edit Edit
Configuration Inter- Edit Edit

face

Hub View Progress Edit Edit

PeerSync Advisory Edit Edit

Alert View

Event Analyzer Val- Edit Edit View Only
idation View

Expression Info Dia- Edit Edit

log

Hub Refresh Per- Edit Edit

spective

Event Analyzer Edit Edit View Only
Runtime Summary

Interface

Peerlet Alert View Edit Edit

Log Dump Action Edit Edit
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Event Log View Edit Edit

PeerSync Messages Edit Edit Edit
Log View

Event Analyzer Parti- Edit Edit

cipant view

Event Analyzer Log Edit Edit View Only
View

PeerSync Delete Edit Edit Edit
Log View

Thread Dump Action Edit Edit

Participant View Edit Edit

Hub Download Edit Edit

Agent

PeerSync Event Log Edit Edit

View

File Sync Advisory Edit Edit

Alert View

Expression List Dia- Edit Edit

log

Active Directory Authentication

In addition to Internal Users, the Peer Management Center also provides Active Directory user
and group authentication. To configure Active Directory Authentication, provide the URL of the
LDAP server on the network in the format 'ldap://MYDOMAIN.LOCAL' or
'ldaps://MYDOMAIN.LOCAL'. Next, add an Active Directory user or group by clicking on the
User Management > Active Directory Users / Active Directory Groups > Add button. The
configuration dialog will require the Domain, Username or Group, and the Role. To delete an
Active Directory User or Group, click the User Management > Active Directory Users / Act-
ive Directory Groups > Remove button.

Note: Active Directory users and groups are saved in the following format: 'User-
name@MYDOMAIN.LOCAL'. Use this format to log into the Peer Management Center's web
interface:
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Peer Management Center Authentication

(i) Please enter vour login credentials

Username | username@mydomain.local

Password | ssssssssss

Login

Step 1 - Host Participants and Directories

Once global options have been configured, create a new file collaboration job by clicking on the
Create New button in toolbar of the Peer Management Center, or by selecting the New menu
item from the File menu. A drop down list of all installed Peerlet types will be displayed.
Selecting the File Collaboration option will prompt you for a unique name for the job, then
open the File Collaboration Configuration dialog..

The first page of configuration will be for Host Patrticipants of the file collaboration job. On this
page, you will select and configure which hosts will be participating in this job.
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=} File Collaboration Configuration hid -8 -

Participants Participants

General

File Filters Available

gﬂ;ﬂ:t R“esntl.utmn Host Computer Description

elta Replication N . .

File Metadats EEE\sllond ) Bytemetrics CEE System forisilon801c1 (Pa...

File Locking omposite ]

Logging and Alerts DistillerQA1 ByteMeterics FPolicy Server

Target Protection DistillerQA2 ByteMetrics FPolicy Server

Email Alerts QA1CEElsilon1 lsilon 8.0.1.BETA.0

SMNMP Notifications

Tags

Selected

Host Computer Description Directory Enabled  Event Detector Seeding Target
CEElsilon1 Bytemetrics CEE System f..  “isiloncifs\MenikaC\QATesting\DataSet  Ves EMC Isilon Mo
CEEVMX2 EMC VNX Server Wivnx2\cifs\OATesting!\DataSet Ves EMC VNX Mo
QA1CEEIsilon2 Isilon 8.0.1.BETA.0 Yisilon801d\QATesting\DataSet Yes EMC ISILON No
QALABTWIN12RZF Windows C:\Data\DataSet Ves Default No
QALABTWIN12R2G Filter Driver - Mount Points  C:\Data\DataSet Yes Default No
QALABTWIN12RZH <DOT Yhgasvm 1\wol 1"OQATesting! DataSet Yes MetApp cDOT Neo
QALABTIWIN12R2I 7-Mode ‘gafilerl\wol \QATesting\DataSet Ves MetApp 7-Mode Mo

oK | [ cancel

Participant configuration steps are as follows:

1. Alist of all available hosts will appear in the Available table on the top of the page. Avail-
able hosts are any host with a Peer Agent installed that has successfully connected to the
configured Peer Management Center Broker. The name that will be displayed is the com-
puter name of the server that the Peer Agent is running on. If a particular host is not dis-
played in the list then try restarting the Peer Agent Windows Senvice on that host, and if it
successfully connects to the Peer Management Center Broker, then the list will be updated
with the computer name of that host.

NOTE: Computer Description is defined through Windows on a per-computer basis.

2. Select two or more hosts from the Available table and click on the Add button to add the
hosts to the Selected table.

3. For each selected host you will need to type in the path to the Root Folder, and then press
enter. The Root Folder for all hosts can be identical, or they can have different absolute
path names based on your needs.

4. Optionally, if you would like to exclude real time events from certain users, this can be
done by selecting the desired host in the Selected table and clicking Edit Detector Set-
tings. This is helpful if you are trying to prevent events generated from backup and/or
archival tools from triggering activity. Usernames should be separated by commas.

5. Ifyou are properly licensed to and wish to include a NetApp storage device within a file col-
laboration job, additional configuration is required for each selected host that is to interface
with a NetApp storage device via the NetApp FPolicy API. For more information, please re-

view the NetApp Configuration section.
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NOTE: From this point on, no other configuration items are mandatory. You can leave the rest
of the configuration settings as their default values and move onto to Step 10 - Sawve Settings. If
you wish to continue configuring the job, please continue to Step 2 - General Settings.

Seeding Target

Smart Data Seeding helps to efficiently integrate a host that has been disconnected for a long
period of time or a new host into a File Collaboration job. Such existing hosts or new hosts with
pre-seeded data (using methods like shipping a drive or server) should be set as Seeding Tar-
gets within a collaboration job. When the scan starts, non-Seeding Targets will become the
masters and bring the Seeding Targets up to date. Stale updates, deletes, and renames will
NOT be brought back from the Seeding Targets, nor will any local real-time activity. Once that
initial scan is complete, the Seeding Targets will become full participants with real-time en-
abled. For more information on Smart Data Seeding and it's potential options, please contact

SUQQOH(@QGEYSOf[W&I’e. com.

Step 2 - General Settings

The General Settings page contains miscellaneous configuration items pertaining to a file col-
laboration job and is available by selecting General from the tree node within the File Collabor-
ation Configuration dialog.

] File Collaboration Configuration |;‘i-

Participants General
General
File Filters Application ID: 104
Conflict Resolution -
Delta Replication Job Name: | Projects
File Metadata Transfer Block Size (KB): | 256 2
File Locking ~
Logging and Alerts File Synchronization Job Priority: | 2 v
Target Protection Timeout (Seconds): | 180 3
Email Alert:
S::’:P Neot;icatinns Rerove Filtered Files On Folder Delete: [
Tags Require All Hosts At Start: O

Auto Start: I

QK ‘ | Cancel

Configurable settings for this page are as follows:
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IAEEJpllcatlon Unique, system-generated application identifier that cannot be edited.

Job Name Description of this file collaboration job. This name should be unique.

Transfer The block size in Kilobytes used to transfer files to hosts. Larger sizes

Block Size will yield faster transfers on fast networks, but will consume more

(KB) memory in the Peer Management Center Broker and Agents.

File Syn- Use this to increase or decrease a jobs file synchronization priority relat-

chroniza- ive to other configured job priorities. Jobs are seniced in a round-robin

tion Job Pri- fashion, and this number determines the maximum number of synchron-

ority ization tasks that will be executed sequentially before yielding to an-
other job.

Timeout Number of seconds to wait for a response from any host before perform-

(Seconds) ing retry logic.

Remove If enabled, then all child files on target hosts will be deleted when it's

Filtered parent folder is deleted on another source host. Otherwise, filtered files

Files On will be left intact on targets when a parent folder is deleted on another

Folder De- source host.

lete

Require All This option requires all participating hosts to be online and available at

Hosts At the start of the file collaboration job in order for the job to successfully

Start start.

Auto Start If checked then this file collaboration session will automatically be star-

ted when the Peer Management Center Senvice is started.

Once all settings are configured to your liking, you can either save the configuration and exit the dia-

log, or you can continue with the configuration process by going to Step 3 - File Filters.

Step 3 - File Filters

File Filter configuration allows you to specify file and folder path expressions to include and/or
exclude from a file collaboration job, and is available by selecting File Filters from the tree
node within the File Collaboration Configuration dialog.

File Filters are configured on a global basis within the Peer Management Center, where indi-
vidual configurations can be applied to multiple jobs without having to manually re-enter each
part of the configuration. For more information on what exactly a file filter is, please see the
Global File Filters page. For details on how to configure File Filter configurations within the
Peer Management Center, please see the section on Global File Filter Configuration.

The following screenshot shows how individual File Filter configurations can be applied to a

single job.
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] File Collaboration Configuration I;Ii-

Participants File Filters
General
File Filters
Conflict Resolution Edit File Filter Configurations
D_Elta Replication Name Filter Type Exclusions Inclusions Date Filter Size Filter
File Metadata Default Any ~*# *BAK, *BCK, *WBK, .. MNone Selected Include all dates  None
File Locking [] DOCX Sync. Only Mone Selected wDOCK Include all dates  Mone
Legging and Alerts
Target Protection [] Include Folder Filter Any None Selected "\Office®, \Filer® Include all dates  None
Email Alerts [] Include Folder Filter (Regex) Any Mone Selected <N F(TE(Cabd 08>, Include all dates  None
SMIMP Motifications [] Invalid Characters Any < ]8> Mene Selected Include all dates  None
Tags Revit Sync. Only Mone Selected \T.DAT, \"RVT, \"RWS, \"... Include all dates None

Sync Only Default Sync. Only Mone Selected \FEXE, VOLLAROTEART..  Include all dates Nene

| OK | | Cancel |

Each global File Filter configuration will be displayed in the table on this page. If you need to
create a new file filter configuration, or edit an existing configuration via the Global File Filter
configuration screen, click on the Edit File Filter Configurations link. Once all necessary
configurations are in place, check all that you would like to apply to the current job. Each
checked item will be combined into one large filter when the job is run (by combining all exclu-
sions and inclusions together). In general, you should have at least one default global file filter
that is applied to all jobs and possibly other file filters that apply to specific jobs. However, for
most environments, only a single default global file filter is necessary.

Once all File Filter configurations are set and selected to your liking, you can either save the config-
uration and exit the dialog, or you can continue with the configuration process by going to Step 4 -
Conflict Resolvers.

Folder Filter Examples:

To exclude a specific folder from anywhere within the Peer Management Center
watch set:

*\FolderName
*\FolderName\FolderName

To exclude a specific folder from the ROOT of the Peer Management Center watch
set:

\FolderName
\FolderName\FolderName

To exclude folders that END with a specific name from anywhere within the Peer
Management Center watch set:
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*FolderName\

To include a specific folder from the ROOT of the Peer Management Center watch
set:

\FolderName
\FolderName\FolderName

Step 4 - File Conflict Resolution

File Conflict Resolution allows you to specify the type of file conflict resolution to use during
the initial scan when a file conflict exists for a file between two or more hosts. Configuration is
available by selecting Conflict Resolution from the tree node within the File Collaboration
Configuration dialog.

Overview

Conflict resolution is a key feature of file collaboration that is in effect at the start of a session.
When a file collaboration job begins, the host participants' configured folders are synchronized
by a scan and merge phase, during which conflicts can be detected. Below, we will define file
conflicts, describe our detection scheme, and the configuration options we provide to resolve
them.

Defining a Conflict

When a session begins, the participants' folders are first scanned then merged to form a col-
lective view of all participants' content. All files found under the designated folders are subject
to collaboration, except for those excluded by filtration (see Global File Filter Configuration for
more details).

A potential conflict occurs when a file path is found to exist on more than one host in a file col-
laboration job. For example, the following files are found to be in conflict:

\\Host-A\FC-Session-UserGuide\release-1.0\readme.txt
\\Host-B\FileCollab-UG\release-1.0\readme.txt
\\Host-C\FCS-UserGuide\release-1.0\readme.txt

In this example, the file \release-1.0\readme.txt' is found to be in conflict across three hosts.
Note that each host can designate varying root folders. Content below the Root Folder resides
under a shared namespace. Conflicts may occur across a partial or total set of participant
hosts.

A file conflict can occur for any of the following reasons:

e Two users open a file at the same time, or in-and-around the same time.

o A file is open at the start of a job and has been modified on a host where the configured con-
flict resolution strategy selects a different host as the winner.

e Two or more users have the same file open on different hosts when a collaboration job is
started.

¢ A file was modified on two or more hosts between job restarts or network outages.
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o Peer Management Center is unable to obtain a lock on a target host file for various reasons.
o Peer Management Center may conflict a file when an unexpected error occurs or a file is in
an unexpected state.

Resolving a Conflict

The goal of conflict resolution is to designate one instance of a conflicted file as the "winning"
copy or the one designated as the source for synchronization. The criteria for resolving con-
flicts are based on the file's metadata such as size, modification time or host name.

It is important to note that conflict resolution must select a single instance of a file, although it
is quite possible that several copies of a file are potential candidates. Drawing from the ex-
amples listed in the previous section, if our session was configured to resolve conflicts based
on a files last modified time and all instances of \release-1.0\readme.txt' had the same size
and last modified time, then all three would be resolution candidates. In this case, the winner
would be arbitrarily selected from the candidate set. This concept applies to all resolution
types that are prone to multiple candidate selection.

Once the merge and conflict resolution phases have completed for the session, synchroniza-
tion transfers begin to distribute the source content. This includes all source copies of conflict
winners as well as files that are missing from participants.

See the Eile Conflict View for a more detailed explanation on how the file conflict process
works and how to remowe file conflicts and quarantines.

Configuration

The following is a view of the Conflict Resolution configuration page.

(<] File Collaboration Configuration [= = ]

Participants Conflict Resolution
General

File Filters Resolution Mode

Conflict Resolution ®) Last Modified Time Wins
Delta Replication
File Metadata
File Locking () Manual Conflict Resolution
Legging and Alerts
Target Protection

[#] Truncate milliseconds

Advanced Resolution

Ernail Alerts Quarantine Offline Version Conflicts:
SMMP Motifications Enable Deletion of Quarantined Files:
Tags Offline Delete Detection During Scan:

OK | | Cancel
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The conflict resolution types that are currently available are listed as follows:

Last Modi- A file's modification time will be used to designate an instance as a res-
fied Time olution candidate. The later the modification time, the greater the likeli-
Wins hood for a file's selection.

Options:

Truncate milliseconds: When comparing the time stamps of a file on
two or more hosts, truncate the millisecond value from each time stamp.

None When selected, any file conflicts that are encountered during the initial
(Manual synchronization process will result in quarantines that are added to the
Resolution) File Conflict List. These file conflicts must be resolved manually by se-

lecting the host with the correct version of the file from the conflict list.

All the types listed above have the potential for producing multiple resolution candidates. A col-
laboration session can be configured with any one of the available conflict resolvers. If a re-
solver produces more than one candidate for a conflicted file, a winner will be selected arbitrar-

ily.

Advanced Conflict Resolution options are list as follows:

Quarantine Enable this option if you want Peer Management Center to quarantine a

Offline Ver- file that was updated in two or more locations while the collaboration

sion Con- session was not running.

flicts

Enable De- If a file that is quarantined is deleted, Peer Management Center will pro-

letion of cess the delete event and remowe the quarantine when this option is en-

Quarant- abled.

ined Files

Offline De- If this option is enabled and target protection is enabled, and it can be

lete Detec- determined that a file or folder has been deleted since the session was

tion During stopped, then the file or folder will be deleted from all hosts. If this option

Scan is not enabled then the deleted file or folder will be brought back to any
host where it was remowved.

Once all File Conflict Resolvers are selected and set to your liking, you can either save the configur-
ation and exit the dialog, or you can continue with the configuration process by going to Step 5 -

Delta Replication.

Step 5 - Delta Replication

Delta-level Replication configuration is available by selecting Delta Replication from the tree
node within the File Collaboration Configuration dialog.

Overview
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Delta-level Replication is a byte replication technology that enables block/byte level synchron-
ization for a file collaboration job. Through the use of this feature, Peer Management Center will
be able to transmit only the bytes/blocks of a file that have changed instead of transferring the
entire file. This results in much lower network bandwidth utilization which can be an enormous
benefit if you are transferring files across a slow WAN or VPN, as well as across a high volume
LAN.

Configuration
Delta-level Replication is enabled on a per file collaboration job basis and generally affects all

files in the Watch Set. You will only benefit from delta-level replication for files that do not
change much between file modifications, which includes most document editing programs.

(<] File Collaboration Configuration [= = ]
Participants Delta Compression
General
File Filters Enable Block/Byte Synchronization:
Conflict Resolution ~
Delta Replication Checksum Transfer Size (KB): ‘ 512 v
File Metadata Delta Block Transfer Size (KB): [512 .
File Locking . . -
Logging and Alerts Minimurm File Size (KB): ‘ 100 v
Target Protection Minimum File Size Percentage Target/Source: ‘ 0.30 5
Ernail Alerts
SNMP Notifications Excluded File Extensions Excluded File Name Wildcard Patterns
T
ags =

JPg

JPeg

png

gif

iff

tif

z

tgz

9z

gzip

rar

7z

bz

bz2

bzip2

Add Add
OK | | Cancel

Below is a list of configuration items and their descriptions:

Enable

Enables delta encoded file transfers which only sends the file blocks
Block/Byte

that are different between source and target(s). If this is disabled, the

Synchroniza-
tion

standard file copy method will be used to synchronize files.

Disable on
Session Star-
tup

Disables delta-level replication during file collaboration session startup
where the state of all hosts and files is not known. If enabled, delta en-
coding would need to be performed between source and each target
separately since the state of any files is not known.

Checksum
Transfer
Size (KB)

The block size in kilobytes used to transfer checksums from target to
source at one time. Larger sizes will result in faster checksum transfer,
but will consume more memory on the Peer Agents.
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Delta Block The block size in kilobytes used to transfer delta encoded data from
Transfer source to target at one time. Larger sizes will result in faster overall file
Size (KB) transfers, but will consume more memory on the Peer Agents.
I\/!lnlmlum Minimum size of files in kilobytes to perform delta encoding for. If a file
File Size . o . .
(KB) is less than this size then delta encoding will not be performed.
Minimum The minimum allowed file size difference between source and target, as
File Size a percentage, to perform delta encoding. If the target file size is less
Percentage than this percentage of the source file size then delta encoding will not
Tar- be performed.
get/Source
Excluded List of comma separated wildcard patterns of file extensions to be ex-
File Exten- cluded from delta encoding, e.g. zip,jpg,png. In general, compressed
sions files should be excluded from delta encoding and the most popular
compressed file formats are excluded by default.
Excluded A list of file name wildcard patterns to exclude from delta encoding. If a
File Name filename matches any wild card pattern in this list then it will be ex-
Wildcard cluded from delta encoding transfers and a regular file transfer will be
Patterns performed. See the File Filter wildcard expressions section for more in-
formation on specifying wildcard expressions.

Once all Delta-level Replication settings are set, you can either save the configuration and exit the
dialog, or you can continue with the configuration process by going to Step 6 - File Metadata.

Step 6 - File Metadata

File Metadata configuration is available by selecting File Metadata from the tree node within
the File Collaboration Configuration dialog.

Overview

File Metadata is additional information stored as part of the file. The main component of File
Metadata is Security Descriptor Information, comprised of attributes such as DACLs, SACLs,
Owner, Group, ACLs, etc.

By default, enabling real time file metadata synchronization will cause any real-time modifica-
tions of metadata to be synchronized with all other target hosts. This alone, howewer, will not
enable synchronizing file metadata during the initial synchronization process. In order to en-
able file metadata synchronization during the initial synchronization process, you must enable
this option and select a MASTER host to use as the conflict winner.

ACL Guidelines and Best Practices
e Enabling ACL synchronization requires that all participating hosts be members of any refer-

enced domains that are configured in the ACL(s) or as the owner of the file. Failure to do so
may render the file unreadable on the offending target host.
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o All Peer Agents must be run under a domain Administrator account and cannot be run under
a local or System account.

¢ In order to ensure accurate and consistent ACL propagation the security settings for the root
folder being watched by Peer Management Center must match EXACTLY across all the par-
ticipants. The best and easiest way to ensure the security settings match is to compare the
permissions in the Advanced Security Settings dialog for the root folder being watched.

More detailed information about ACL Guidelines can be found at the URL below:

http://www.peersoftware.com/support/knowledgebase/item/peerlink-acl-guidelines. html

File Metadata Conflict Resolution

File Metadata Conflict Resolution will only occur the first time a file is synchronized during the
initial scan, and only when one or more security descriptors do not match the designated mas-
ter host. If the file does not exist on the designated master host, then no conflict resolution will
be performed. If a master host is not selected, then no file metadata synchronization will be
performed during the initial scan.

Configuration

The following screen presents available File Metadata configuration options:

2 File Collaboration Configuration I;‘i-
Participants File Metadata
General
File Filters Synchrenize Security Descripters (ACLs)
Conflict Resolution ["] Enable synchronizing NTFS security descriptors (ACLs) in real-time
Delta Replication

["]Enable synchronizing NTFS security descriptors (ACLs) with master host during initial scan

File Metadat:

F:I: Loc:inag = Enable prevention of corrupt or blank Cwner or DACLs on source or master host from being applied to any target host
Logging and Alerts Synchronize Security Descriptor Options

Target Protection DACL: Discretionary £ s Control List

Email Alerts ner

SNMP Notifications System Access Control List

Tags

File Metadata Cenflict Resolution

File Reparse Point Synchronization

Reparse Tag Name (numerical value only): | ‘

Reparse Master Host: | v ‘

Alternate Data Streams Transfer
["]Enable transfer of file Alternate Data Streams (ADS)

0K | | Cancel

Below is a list of file metadata options along with their descriptions:

Copyright (c) 1993-2018 Peer Software, Inc. All Rights Reserved


http://www.peersoftware.com/support/knowledgebase/item/peerlink-acl-guidelines.html
http://www.peersoftware.com/support/knowledgebase/item/peerlink-acl-guidelines.html

Peer Management Center Help 57

Enable syn-

chronizing

NTFS secur- If enabled, changes to the configured security descriptor component

ity (e.g. DACL, SACL, Owner, etc.) will be transferred to the target host

descriptors file(s) as they occur.

(ACLS) in

real-time

Enable syn- If enabled, changes to the configured security descriptor component

chronizing (e.g. DACL, SACL, Owner, etc.) will be synchronized during the initial

NTFS secur- scan (if a Master Host is selected).

ity

descriptors

(ACLs) dur-

ing initial

scan

Enable pre-

vention of If enabled, then corrupt or blank Owner or DACLS on source or master

corrupt or host will not be applied on any target host file

blank Owner '

or DACLs

Synchronize You can select which security descriptor components are synchron-

Security ized. Choices are DACL, SACL and Owner. In general, you will usually

Descriptor only need to synchronize DACLs. If you need to synchronize SACLs or

Options Owner, then the user that a Peer Agent senvice is run under on each
participating host must have permission to read and write SACLs and
Owner.

Master Host The master host to use for conflict resolution during the initial syn-
chronization process.

File Reparse Point Data Synchronization

This option should only be used if you are utilizing archiving or hierarchical storage solutions that
make use of NTFS file reparse points to access data in a remote location, such as, Symantec's En-
terprise Vault. Enabling this option will allow synchronizing a file's reparse data, and not the actual
offline content, to target hosts, and will prevent the offline file from being recalled from the remote
storage device.

Reparse Tag A single numerical value. Must be either empty (reparse synchroniza-
Name tion will be disabled), or greater than/equal to 0. The default for Sy-
mantec Enterprise Vault is '16'. A value of O will enable reparse point
synchronization for all reparse file types. If you are unsure as to what
value to use, then either contact our technical support, or you can use
a value of 0 if you are sure that you are only utilizing one vendor's re-
parse point functionality.

Reparse If a master host is selected then when the last modified times and file
Master Host sizes match on all hosts, but the file reparse attribute differs (e.qg.
archived/offline verse unarchvied on file server), then the file reparse
data will be synchronized to match the file located on the master host.
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For Enterprise Vault, this should be the server where you run the
archiving task on. If the value is left blank, then no reparse data syn-
chronization will be performed, and the files will be left in their current
state.

Alternate Data Stream Synchronization

Enable transfer | If enabled, Alternate Data Streams (ADS) of updated files will be trans-

of Alternate ferred to the corresponding files on target participants as a post pro-
Data Streams cess of the normal file synchronization.
(ADS)

Known Limitation: ADS information is only transferred when a modi-
fication on the actual file itself is detected. ADS will not be compared
between participants. The updated file’s ADS will be applied to the cor-
responding files on target participants.

Once all File Metadata settings are set, you can either save the configuration and exit the dialog, or
you can continue with the configuration process by going to Step 7 - Logging & Alerts.

Step 7 - File Locking

The File Locking settings page contains miscellaneous configuration items pertaining to a how
source and target files are locked by Peer Management Center, and is available by selecting
File Locking from the tree node within the File Collaboration Configuration dialog.

(o] File Collaboration Configuration I;‘i-
Participants File Locking
General
File Filters Locking Options
Conflict Resolution Exclusive Target Lock: I
D.elta Replication Include M5 Office User Lock Information:
File Metadata
File Locking Source Snapshot Synchronization
Logging and Alerts Enable Source Snapshot Sync.: [
Target Protection mdb,accdb,zip, psd,ai,indd
Email Alerts
SNMP Notifications 512
Tags

Sync. On Save
Enable Sync. On Save: (]
«lsxdsx, doc, docx, dwg

0K | | Cancel

Copyright (c) 1993-2018 Peer Software, Inc. All Rights Reserved



Peer Management Center Help 59

Below are a list of general fields and their descriptions:

Exclusive Target
Lock

If enabled, then whenewver possible, an exclusive lock will be ob-
tained on target file handles, which will prevent users from opening
the file (even in read-only mode) while a user has the file opened on
the source host. When this option is disabled, then users will be
allowed to open files for read-only if the application allows for this.

Include MS Of-
fice User Lock
Information

If enabled, user lock information (if available) will be propagated to
target locks for supported Microsoft Office files (e.g. Word, Excel &
PowerPoint).

Enable Source
Snapshot Sync.

If enabled, a snapshot copy of the source file will be created for
files that meet the snapshot configuration criteria below, and this
copy will be used for synchronization purposes. In addition, no file
handle will be held on the source file except while making a copy of
the file.

Snapshot File
Extensions

A comma separated list of file extensions for which source snap-
shot synchronization will be utilized.

Max File Size
(MB)

The maximum file size for which source snapshot synchronization
will be utilized.

Enable Sync. On
Save

If enabled, this feature will allow supported file types to be syn-
chronized after a user saves a file, rather than waiting for the file to
close.

Sync. On Save:
Included File Ex-
tensions

A comma separated list of file extensions for which to enable the
Sync. On Sawe feature.

Sync. On Save:
Synchronization
Delay

The number of seconds to wait after a file has been saved before
initiating a synchronization of the file.

File Event Logging

Step 8 - Logging and Alerts

Various types of file collaboration events can be written to a log file and to the Event Log tab
located within the File Collaboration Runtime View for the selected file collaboration job. Each
job will log to the fc_event.log file located in the 'Hub\logs' subdirectory within the Peer Man-
agement Center installation directory. All log files are stored in a tab delimited format that can
easily be read by Microsoft Excel or other Database applications.

Log Entry Severity Levels
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Informational

Informational log entry, e.g. File was opened.

Warning Some sort of warning occurred that did not produce an error, but was
unexpected or may need further investigation.

Error An error occurred performing some type of file activity.

Fatal A fatal error occurred that caused a host to be taken out of the ses-

sion, a file to be quarantined, or a session to become invalid.

Configuration

By default, all file collaboration activity is logged for all sewerity levels. You can enable or dis-
able file event logging as well as select the level of granularity on what to log through the Log-
ging and Alerts page, available by selecting Logging and Alerts from the tree node within
the File Collaboration Configuration dialog.

] File Collaboration Configuration = | = -
Participants Logging and Alerts
General
File Filters Enabled:
Conflict Reselution .
Delta Replication Sy
File Metadata s
File Locking .
Legging and Alerts Sz INFO hd
Target Protection
Email Alerts
SMMP Notifications
Tags
OK | | Cancel

Below is a list of logging fields and their descriptions:

Enabled

Checking this option will enable file event logging based on the other set-
tings. Un-checking this option will completely disable all logging.

Severity

Determines what sewerity levels will be logged. There are two options:

¢ All (Informational, Warnings, Error, Fatal)
e Errors and Warnings (Warnings, Error, Fatal)
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Event . :
Types If checked, the corresponding event type will be logged.
File A file was opened by a remote application on a Source Host.
Open
File Lock A file lock was acquired on a Target Host by the file collaboration job.
File A file was closed.
Close
File Add A file was added to the Watch Set.
File A file was modified in the Watch Set.
Modify
LAY A file was deleted.
lete
File Re- A file was renamed.
name
AT A file attribute was changed.
Change
Security The security descriptor of a file or folder was changed.
(ACL)
Change
Directory Indicates when a directory was scanned as a result of the initial synchron-
Scan ization process.
File ADS The Alternate Data Stream of a modified file was synced to target host(s).
Transfer
Alerts

Configured in the screen shown abowve, various types of alerts will be logged to a log file and to
the Alerts table located within the File Collaboration Runtime View for the selected job. Each
file collaboration job will log to the fc_alert.log file located in the 'Hub\logs' subdirectory within
the Peer Management Center installation directory. All log files are stored in a tab delimited
format that can easily be read by Microsoft Excel or other database applications.

The default log level is WARNING which will show any warning or error alerts that occur during
a running session. Depending on the sewerity of the alert, the session may need to be restar-
ted.

Once all Logging and Alerts settings are set, you can either save the configuration and exit the dia-
log, or you can continue with the configuration process by going to Step 8 - Target Protection.
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Step 9 - Target Protection

Target Protection is used to protect files on target hosts by saving a backup copy before a file
is either deleted or overwritten on the target host. If enabled, then whenever a file is deleted or
modified on the source host, but before the changes are propagated to the targets, a copy of

the existing file on the target is mowed to the Peer Management Center trash bin.

The trash bin is located in a hidden folder named .pc-trash_bin found in the root directory of
the Watch Set of the target host. A backup file is placed in the same directory hierarchy loca-
tion as the source folder in the Watch Set within the recycle bin folder. If you need to restore a
previous version of a file then you can copy the file from the recycle bin into the corresponding
location in the Watch Set and the changes will be propagated to all other collaboration hosts.

Target Protection configuration is available by selecting Target Protection from the tree node
within the File Collaboration Configuration dialog.

(o} File Collaboration Configuration I;‘i-

Participants Target Protection
General

File Filters Enabled:
Canflict R.esol.utlnn # of Backup Files to Keep: | 3
Delta Replication
File Metadata # of Days to Keep: [0
File Locking
Legging and Alerts
Target Protection
Email Alerts

SMMP Notifications
Tags

<[5 [<]>

Trash Bin: .pe-trash_bin

OK | | Cancel

Below are a list of general fields and their descriptions:

Enabled Enables target protection.

# of Backup The maximum number of backup copies of an individual file to keep in
Files to Keep the trash bin before purging the oldest copy.

# of Days to The number of days to keep a backup archive copy around before delet-
Keep ing from disk. A value of O will disable purging any files from archive.
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Trash Bin The trash bin folder name located in the root directory of the Watch

Set. This is a hidden folder and the name cannot be changed by the
end-user.

Once all Target Protection settings are set, you can either save the configuration and exit the dia-

log, or you can continue with the configuration process by going to Step 9 - Email and SNMP
Alerts.

Step 10 - Email Alerts and SNMP Notifications

Email Alerts

Email Alerts configuration is available by selecting Email Alerts from the tree node within the
File Collaboration Configuration dialog.

Email Alerts are configured at a global level, then applied to individual file collaboration jobs.
The following screen shows how this is accomplished.

) File Collaboration Configuration [=[= [
Participants Email Alerts
General
File Filters Edit Collaboration Email Alerts
Conflict Resolution
Delta Replication Email Alert Configuration: | Admin Email Alert v
File Metadata

Selected Email Alert Information

File Locking . ) ]
Loqai o Alert Email Alert Configuration Name:
09ging and Alerts Admin Email Alert
Target Protection
Email Alerts Selected Alerts:
SMMP Notifications Session Abort, File Quarantined, Host Timeout, Scan Error
Tags

Recipients:
admin@company.com

| OK | | Cancel ‘

To enable Email Alerts for this particular job, select an Email Alert Configuration from the drop
down list. To disable, select None - Disabled. To edit the list of available configurations, se-
lect Edit Collaboration Email Alerts.

SNMP Notifications
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SNMP Notification configuration is available by selecting SNMP Notifications from the tree
node within the File Collaboration Configuration dialog.

SNMP Notifications, like Email Alerts, are also configured at a global level, then applied to indi-
vidual jobs. The following screen shows how this is accomplished:

2 File Collaboration Configuration I;‘i-
Participants SNMP Notifications
General
File Filters Edit SNMP Metification Configurations
Conflict Reselution
Delta Compression SNMP Notification Configuration: | SNMP Alert Config 1 hd
F!Ie Meta.data Selected SNMP Motification Information
File Locking

SNMP Configuration Name:

Logging and Alerts SNIMP Alert Config 1

Target Protection

Email Alerts SNMP Source IF:
SNMP Notifications 192.168.170.220

SNMP Destination:
255.255.255.255

SNMP Port:
162

SNMP Trap Prefix:
1.3.6.1.4.1.733

Selected Notifications:
Session Started, Session Stopped, Session Aborted, File Quarantined, Host Timeout, Scan Error

| 0K | | Cancel ‘

To enable SNMP Notifications for this particular job, select an SNMP Noatification Configuration
from the drop down list. To disable, select None - Disabled. To edit the list of available config-

urations, select Edit SNMP_ Notification Configurations.

Once all Email Alert and SNMP Notification settings are set, you have completed the configuration
process and can now save the configuration.

Step 11 - Tags

Use this dialog to assign existing Tags and Categories to the selected Job. Please note, this
screen is not available during Multi-Job Editing mode.

To define Tags and Categories, go to the Global Tags Configuration screen available from the
Window > Preferences menu or by clicking the User Preferences button from the Main
View Toolbar. See Tags for more details.
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[} File Collaboration Configuration ILI \_l_- o
Participants Tags
General
File Filters Tagging resources helps when managing large number of resources. Use this dialeg to view/assign tags to that resource.
Conflict Resolution
Delta Replication Unassigned tags Assigned tags
File Metadata
File Locking Tag Mame Filter Category Filter Tag Mame Filter Category Filter
Logging and Alerts Tag Mame Category Tag Mame Category
Target Protection ByteMetrics Domain
Email Alerts PeerTest Domain
SNMP Notifications VNX EMC
Tags 7-Mode Netipp
cDOT NetApp
QA QA Testing
North America Region 1
South America Region 1
France Region 2 .
Germany Region 2

OK

Cancel

Step 12 - Save Settings

Once you hawe finished configuring the file collaboration job, you will need to save the changes
by pressing the OK button at the bottom of the configuration window.

After saving the configuration, the job will be displayed in the Job View in the top left panel of

the Peer Management Center. You will also be able to open the job in a tab of the Eile Collab-
oration Runtime View.

You are now ready to start the job. See Running and Managing a File Collaboration Job for

more information.

Running and Managing a File Collaboration Job

The topics in this section provide some basic information about starting, stopping and man-

aging File Collaboration Jobs.

Overview

File Collaboration Jobs are manually started and stopped in three ways: by right-clicking on
one or more jobs in the Jobs View, by right-clicking on one or more jobs in the Collaboration
Summary View, or by opening a specific job and pressing the Start/Stop button at the bottom

of the job's tab (shown below).
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-] Peer Management Center (Client Mode) l;‘i-
File Window Help
mEEEE BN
- Jobs e 2 ® 7 = 8 [« Collaboration Summary ~( Revit Projects 2 = 8
yp r 7
type filterted = Summary | Session | Event Log | File Conflicts (0) | Alerts (0} | Participants (2) | Cenfiguration =
4 —{_File Collaboration (28) ~
D Archive s .
@ CAD Collaboration ummary View - Actions
@ Design ||| Description Active Total
@ EMEA = Session Status Collzborating Started: 11/19/15 11:08 AM =
@ FYWD Data Files 0
o “O‘”;’:e“”cg . Directories 0
@ Off-Sie Collsborafion Total Size Obytes
@ Operations
& Preduction Collaboration Stat
3 Projects (7-Mode) ollaboration Status
@ Reference Library Open Files 0 0
@ Revit Projects Real-time Events 0 0
@ Specifications File Conflicts 0 0
@ Symantec Enterpise Vault v
Synchronization Status
g ] = 8
<) Agent Summary i Bytes Transferred D bytes D bytes
type filter text @ Files Updated 0 0
A& Agents Avg. Bandw F!‘ESAddEd 0 0
48 AL (Connected) File ADS Transfer 0 (0 bytes) 0 (0 bytes)
4l 0ALa Connected) Files Deleted 0 0
4 QAL Connected) Files Renamed 0 0
48 QALs Connected) File Metadata Updates 0 0
4 oALs Connected) [1%] Scanning Folders
48 oALs (Connected) Background Scan Sync. Status Scanning Directories \
4 oALs (Connected) Queued Files 0 0 Initial Full Scan
4 QALa Connected) Queued Bytes 0 bytes 0 bytes
& QAL Connected) File Metadata Conflicts 0 0
4 OALa Connected)
4 OALzb1W 2D (Connected)
v
< m > < mn >

The File Collaboration Runtime View is located in the large center section of the Peer Manage-
ment Center. It is comprised of various tabs (or editors) representing individual file collaboration
jobs and/or cross-job summary information. The tabs representing individual jobs consist of the
following components:

Runtim These tabs allow you to select from the various job-specific views. These
e View views include:
Sub
Tabs e Summary (or Status) View - Shows owerall statistics for the file collabora-
tion job. The illustration above is displaying the Summary View.
e Session View - Shows active open files and files that are currently in
transit between participating hosts.
o Event Log View - Shows a list of all runtime activity that has occurred
within the selected file collaboration job.
o File Conflicts View - Shows a list of all files that are quarantined for the
session or are in conflict between two or more participating hosts.
o Alerts View - Shows a list of all Job Alerts specifically tied to the selected
job.
o Participants View - Shows a list of all hosts participating in the file collab-
oration job.
o Configuration View - Shows a summary of all configurable options for the
selected job.
Job The button allows you to start and stop the File Collaboration file collabora-
Start / tion job.
Stop
Job Displays status related messages when the job is running.
Status
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Display

Starting and Stopping

Starting a File Collaboration Job

Before you start a file collaboration job for the first time, you need to decide how you would like
the initial synchronization to be performed. There are two main options:

1. Hawe the file collaboration job perform the initial synchronization based on the configured
File Conflict Resolver strategy.

2. Pre-seed all participating hosts with the correct folder and file hierarchy for the configured
Root Folders before starting the session.

If you hawve a large data set, we strongly recommend that you perform the initial synchroniza-
tion manually by copying the data from a host with the most current copy to all other particip-
ating hosts. This will only need to be done the first time that you run the file collaboration job.

If you choose Option 1, simply press the Start button to begin collaboration session initializa-
tion. Otherwise, pre-seed each participating host with the necessary data, then press the Start
button.

Initialization Process

The initialization process consists of the following steps:

1. All participating hosts are contacted to make sure they are online and properly configured.

2. Realtime event detection is initialized on all participating hosts where file locks and
changes will be propagated in real-time to all participating hosts. You can view real-time
activity and history via the various Runtime Views for the open job.

3. The initial synchronization process is started, all of the configured Root Folders on the par-
ticipating hosts are scanned in the background, and a listing of all folders and files are sent
back to the running job.

4. The background directory scan results are analyzed and directory structures compared to
see which files are missing from which hosts. In addition, file conflict resolution is per-
formed to decide which copy to use as the master for any detected file conflicts based on
the configured FEile Conflict Resolver settings.

5. After the analysis is performed, all files that need to be synchronized are copied to the per-

tinent host(s).

Stopping a File Collaboration Job
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You can stop a file collaboration job at any time by pressing the Stop button. Doing this will
shutdown the real-time file event detection and close all running operations (eg. file transfers,
etc.).

Collaboration Summary View

The Collaboration Summary View is a view that aggregates critical status and statistical in-
formation from all configured Eile Collaboration Jobs in a single table view. It is automatically
displayed when the Peer Management Center client is started and can be opened at any other
time by double-clicking on the File Collaboration parent tree node in the Jobs View or by
clicking on the View Runtime Summary icon in the toolbar of the Jobs View. Information in
this view can be sorted and filtered. Operations such as starting, stopping, and editing multiple
job at once are available, in addition to the ability to clear Job Alerts and purge file conflicts
from stopped jobs.

—( Collaboration Summary &2 . —( Revit Prajects = 0

Summary | Reports

Runtime Summary Yiew (auto-update enabled)

Filter by: | v || | Actions = [#] Auto-Update | Refresh | 10 |5 seconds
Mame 7 Overall Status Failed ... Conflicts Errors Warnin... OpenF.. Pendin.. Queue.. 5canlt.. Scan§~
Windows and cDO... & Stopped 0 0 0 0 Obytes w* 0 0 Stopp
Windows (Small) 2 Stopped 0 0 0 ] Obytes = 0 0 Stopp
Windows @ Stopped 0 0 0 ] Obytes = 0 0 Stopp
test 2 Stopped 0 0 0 0 Obytes w* 0 0 Stopp
Symantec Enterpis.. @ Collaborating ] 0 0 ] Obytes = 0 0 Comp
Specifications @ Stopped 0 0 0 ] Obytes = 0 0 Stopp
Revit Projects @ Collaborating 0 0 0 0 Obytes = 0 0 Comp
Reference Library @ Collaborating ] 0 0 ] Obytes = 0 0 Comp
Projects (7-Mode) 20 Stopped 0 0 0 ] Obytes w 0 0 Stopp
Production 2 Stopped 0 0 0 0 Obytes w* 0 0 Stopp
Operations @ Collaborating 0 0 0 0 Obytes w» 0 0 Comp =
Off-Site Collabora.. @ Collaborating B 0 ] 1 Obytes = 0 ] Comp
Marketing 2 Stopped 0 0 0 0 Obytes w* 0 0 Stopp
FYWD Data @ Collaberating 0 0 0 0 Obytes w 0 0 Comp
EMEA 2 Stopped 0 0 ] ] Obytes w 0 ] Stopp
Design 2 Stopped 0 0 0 0 Obytes = 0 0 Stopp
cDOT 3.2 2 Stopped 0 0 0 0 Obytes = 0 0 Stopp
CAD Collaboration @ Collaborating 0 0 0 ] Obytes = 0 0 Comp
Archive 2 Stopped 0 0 0 0 Obytes = 0 0 Stopp
_Symantec Enterpi... O Stopped 0 0 0 0 Obytes w* 0 0 Stopp
_5napshot 2 Stopped 0 0 0 ] Obytes ¥ 0 0 Stoppt
_Revit (Windows) @ Stopped 0 0 0 ] Obytes = 0 0 Stopp
_Revit (Windows I... @ Stopped 0 0 0 0 Obytes w 0 0 Stopp
_Revit (cDOT) + Sy... @ Stopped 0 0 0 ] Obytes ¥ 0 0 Stopp
_Revit (7-Mode) @ Stopped 0 0 0 ] Obytes = 0 0 Stoppt v
< n >

Active Jobs -» Failed Participants: 0 of 9 | Bytes Pending: 0 bytes | Bytes Transferred: 0 bytes | Opens: 1 | Initial Scans Completed: 7of 7 | Tota

The Collaboration Summary View is not updated in real-time. This is done for performance
reasons. Instead, the table can be set to automatically update itself every few seconds.
Checking the Auto-Update option will enable this functionality, while the Refresh interval (in
seconds) can be set right beside the checkbox. Each refresh cycle will update the totals
across all active jobs listed at the bottom of the view. Additional columns can be added to and
removed from the table from the right-click context menu.
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Selecting one or more items in the table, then right-clicking will bring up a context menu of
available actions that can be performed on the selected jobs. The actions that are unique to
this table are as follows:

Purge All Purges all file conflicts from the selected jobs. This can only be performed
Conflicts on jobs that are not running.

Clear Clears all alerts for the selected jobs. This can be performed while a job is
Alerts running.

Trash-Bin The automatic trash-bin cleanup process runs once daily at 11 PM. Select
Cleanup this option to execute the trash-bin cleanup process on demand.

Show De- Choose this option to display all the statistics for the selected job in the
tails Runtime Summary Details dialog.

Copy De- Choose this option to copy detauked information to the system clipboard
tails for the job(s) selected in the table. This information can then be pasted into

a document editor.

Double-clicking on any item in the table will automatically open the selected File Collaboration
Job in a tab within the Eile Collaboration Runtime View, allowing you to drill down and view
specific information about that single job.

Items in the summary table can be filtered by a filer expression, built-in states (Running in
Good State, Running with Quarantines, Not Running - Stopped, Running with Disconnected
Agents, Lost Quorum), job name, Patrticipant, Session Status, or Tags. Select the desired fil-
ter or enter your own expression in the text field to the right of the filter drop down list.

Clicking on the Actions table menu provides the following options:

Summary | Reports

Runtime Summary View (auto-update enabled)

Filter by: v|| | Actions
Mame Owerall Status Failed .. | | Filters 3
Windows and c0O0... '@ Stopped Custom Sort...

Windows (Small] 2 Stopped [
Windows 2 Stopped R rEsh Ve
tect D Stopped Copy All Filtered Statistics
Export Table Data to File
Allows for the selection of built-in or user-defined filters and to save / man-
Filters age filter expressions. Default Job filters include Failed Jobs, Jobs with
Backlog, and Running Scans. For example, filter:"Running Scans".
Custom Use the Custom Sort option to configure and save how you want the Col-
Sort... laboration Summary View table to be sorted and keep important items vis-
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ible at the top. For example, you may choose to create a sort level where
the Overall Status column is sorted in Ascending order by default.
Rgfresh Refresh all information provided in the table.
View
Copy All Copy detailed information to the system clipboard for all items current dis-
Filtered played in the table, taking any filters into account. This information can
Statistics then be pasted into a document editor.
Export
Entire Dump the entire contents of the table to a text file that can be viewed in
Table to any document editor.
File

Runtime Reports View

The Runtime Reports View is a view that aggregates critical statistical information from all
configured Eile Collaboration Jobs in a single table view. The Reports tab is visible when the
global Enable Advanced Reporting Tab option is checked. This tab is especially useful to
see the number of files that are in the queue waiting to be synchronized (File Sync Queue).

Summary | Reports
Pending Activity (auto-update enabled)

Filter by: v | | Actions ~ [JAuto-Hide [¥]Auto-Update | Refresh | 10 |5+ seconds
Name 7 File Sync Queue Real-Time Queue CQueued Bytes Mods Adds Metadata Backgre ~
Specifications 0 0 0 bytes 0 0 0 0
Revit Projects 230 0 257 ME 146 0 0 0
Reference Library 0 0 0 bytes 0 0 0 0
Projects (7-Mode) 0 0 0 bytes 0 0 0 0
Preduction 0 0 0 bytes 0 0 0 0
Operations 0 0 0 bytes 0 0 0 0
Off-5ite Collabora.. 0 0 0 bytes 0 0 0 0
Marketing 0 0 0 bytes 0 0 0 0
FYWD Data 0 0 0 bytes 0 0 0 0
EMEA 0 0 0 bytes 0 0 0 0
Design 0 0 0 bytes 0 0 0 0
cDOT 8.2 0 0 0 bytes 0 0 0 0
CAD Collaboration 0 0 0 bytes 0 0 0 0
Archive 0 0 0 bytes 0 0 0 0 _
_Symantec Enterpi.. 0 0 0 bytes 0 0 0 0 =
_Snapshot 0 0 0 bytes 0 0 0 0
_Revit (Windows) 0 ] 0 bytes 0 0 0 ]
_Revit (Windows .. 0 ] 0 bytes 0 0 0 ]
_Revit (cDOT) + Sy... 0 0 0 bytes 0 0 0 0
_Revit (7-Mode) 0 0 0 bytes 0 0 0 0
_Mixed (2) 0 0 0 bytes 0 0 0 0
_Links 0 0 0 bytes 0 0 0 0
_Defrag 0 0 0 bytes 0 0 0 0
Totals 230 0 257 MB 146 0 0 0

~
< m >

Global Event Processor Queue: 0 | Pending Scans: 0 | Running Scans:

The Collaboration Summary View is not updated in real-time. This is done for performance
reasons. Instead, the table can be set to automatically update itself every few seconds. En-
abling the Auto-Update option will turn on this functionality, while the Refresh interval (in
seconds) can be set right beside the checkbox. Each refresh cycle will update the totals
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across all jobs listed at the bottom of the view by default. Additional columns can be added to
and removed from the table from the right-click context menu.

Name

The name of the configured job.

File Sync
Queue

The number of files that are in queue waiting to be processed. The number
of threads available for this queue is set by the global Performance Real-
Time Background Threads option.

Real-
Time
Queue

The number of open/close events that are in queue waiting to be pro-
cessed. The number of threads available to process this queue is set by
the global Performance Real-Time Expedited Threads option.

Queued
Bytes

The number of bytes that are in queue waiting to be processed.

Mods

The number of file update events waiting to be processed for each job.

Adds

The number of file add events waiting to be processed for each job.

Metadata

The number of metadata updates waiting to be processed for each job.

Back-
ground
Transfers

The number of files in the queue waiting to be synchronized as a result of a
file system scan.

Deletes

The number of files deleted on a source host that are waiting to be pro-
cessed.

Renames

The number of files renamed on a source host that are waiting to be pro-
cessed.

Event
Queue

The number of events that are queued up to run for each job.

Slow Ex-
pedited
Queue

The number of events that are queued in the Slow Expedited Queue for
each job.

Fast Ex-
pedited
Queue

The number of events that are queued in the Fast Expedited Queue for
each job.

Items in the table can be filtered by a filer expression, job name, Participant, Session Status,
or Tags. Select the desired filter or enter your own expression in the text field to the right of the
filter drop down list. Check the Auto-Hide button to hide all Jobs which have no pending activ-

ity.

Clicking on the Actions table menu provides the following options:

Filters

Allows for the selection of built-in or user-defined filters and to save / man-
age filter expressions. Default Job filters include Failed Jobs, Jobs with
Backlog, and Running Scans. For example, filter:"Running Scans".
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Custom Use the Custom Sort option to configure and save how you want the Col-

Sort... laboration Summary View table to be sorted and keep important items \is-
ible at the top. For example, you may choose to create a sort level where
the Overall Status column is sorted in Ascending order by default.

Rgfresh Refresh all information provided in the table.

View

Copy All Copy detailed information to the system clipboard for all items current dis-

Filtered played in the table, taking any filters into account. This information can

Statistics then be pasted into a document editor.

Export

Entire Dump the entire contents of the table to a text file that can be viewed in

Table to any document editor.

File

Move Mowes the Totals row to the top of the table.

Totals

Row To

Top

Move

Totals Mowes the Totals row to the bottom of the table.

Row To

Bottom

Dashboard Summary View

The File Collaboration Dashboard Summary View is a panel that displays metrics and key
performance indicators from all running Eile Collaboration Jobs. It is automatically displayed

when the Peer Management Center client is started and can be opened at any other time by
selecting View Dashboard from the Windows menu or by clicking on the View Dashboard
icon in the Peer Management Center toolbar.
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—{ Collaboration Summary ¢ Dashboard 52 = 4

Dashboard Summary View
[ Auto-Update | Refresh | 10 -5 seconds

Collaboration Summary View

+ File Collaboration

@ 1 Running with Disconnected Agents! 1 Running ... Active Collaboration Statistics Active Collaboration Watch Set
Running with Quarantines 1 Failed Participants: Tof7 Total Size: 8.7MB
Running with Disconnected Agents 1 Bytes Pending: 11 bytes Total Files: 1655
Lost Quorum 0 Bytes Transferred: 200 bytes Total Directories: 357
Not Running - Stopped 83 Opens: 210

Running in Good State 0 Initial Scans Completed: Dof1

Agent Summary View

~ Agents
@ All Connected Top Connectivity Offenders
Disconnected 0
Connected 12
MNeeding Upgrade 0

The Dashboard is not updated in real-time. This is done for performance reasons. Instead, the
table can be set to automatically update itself every few seconds. Enabling the Auto-Update
option will enable this functionality, while the Refresh interval (in seconds) can be set right be-
side the checkbox.

Entries in the first column of the File Collaboration and Agents categories can be double-
clicked, which will take the user to a filtered Runtime View of the selected item for additional
details.

Peer Agent Detail Summary View

The Peer Agent Detail Summary View is a panel which displays a list of all known Peer
Agents deployed and their detailed status information which can be used to assess the health
of the environment. The Peer Agent Detail Summary View can be opened by selecting View
Agent Detail Summary from the Windows menu or by clicking on the View Agent Detail

Summary icon in the Peer Management Center or Peer Agent Summary View toolbars.

~{ Collaberation Summary € Dashboard 5| Agents 3 = 08

Agent Summary View

type filter text @

A Agents Version WM Architecture  Total Missed Heartbeats ~ Total Agent Disconnects  Total Pending Discennects  Mem. Load
CEElsilon (Connected) 4.1.0.20170414 amd6d 0 0 0 67
CEElsilon4 (Connected) 4,1.0.20170414 amd64 0 0 o 33
CEEVNX?2 (Connected) 4.1.0.20170414 amd6d 0 0 0 72
Composite2) (Connected) 4.1.0.20170414 amd6d 0 0 0 57
DistillerQA1 (Connected) 4.1.0.20170414 amded 0 0 0 77
DistillerQA2 (Connected) 4.1.0.20170414 amdbd 0 0 ] 63
QA1CEElsilon (Connected) 4.1.0.20170414 amd64 0 0 0 T2
CATCEElsilon2 (Connected) 4.1.0.20170414 amded 0 0 0 67
CALABTWINTZR2F (Connected)  4.1.0.20170414 amd64 0 0 0 62
QALABTWINIZR2G (Connected) 4.1.0.20170414 86 0 0 ] 56
CALABTWINIZRZH (Connected) 4.1.0.20170414 amd64 0 0 0 70
CALABTWINTZR2| (Connected]  4.1.0.20170414 amd64 0 0 0 39

< m >
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The Agent Detail Summary View is updated in real-time and can be filtered by using an Ex-
pression or by built-in categories such as Connected, Disconnected, and Needing Up-
grade.

Multi-Job Edit Support

The_Peer Management Center supports Multi-Job Editing, allowing you to quickly and effect-
ively manipulate multiple Eile Collaboration Jobs at once. For example, you can use this fea-
ture to change a single configuration item such as Auto Start for any number of already con-
figured jobs in one operation instead of having to change the item individually on each. While
this feature does cover most of the options available on a per-job basis, certain options are un-
available in multi-job edit mode, specifically ones tied to participants. Please see the section
on Creating a File Collaboration Job for more details on specific configuration items.

For the most part, the original configuration dialog remains the same with a few minor differ-
ences depending on similarities between the selected file collaboration jobs. A sample dialog

is as follows:
2 File Collaboration Configurations - Multiple Selected - |8 -

General General
File Filters
Delta Compression Application ID: MULTIPLE SELECTED
File Metadata
File Locking Transfer Block Size (KB): | Multiple Values - Click to Edit |
Legging and Alerts File Synchronization Job Pricrity: | 2 =
Target Protection
Ernail Alerts Timeout (Seconds): | Multiple Values - Click to Edit |
SMMP Motifications Remove Filtered Files On Folder Delete: [

Require All Hosts At Start: |

Auto Start: |

0K | | Cancel

In this dialog, any discrepancies between multiple selected file collaboration jobs will generally
be illustrated by a read-only text field with the caption, "Multiple Values - Click to Edit". Click-
ing on this field will bring up a dialog similar to the following:
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0] Timeout (Seconds) -

Select a value to apply to all selected configurations:

(®) 10 {from 6 configurations - double click for details)
(1180 (from 22 configurations - double click for details)

() Use a different value:

OK | | Cancel

This dialog gives you the option of choosing a value that is already used by one or more selec-
ted file collaboration jobs, in addition to the ability to use your own value. Please note that vari-
ances in the look and feel of this popup dialog above depend on the type of information it is try-
ing to represent (for example, text vs. a checkbox vs. a list of items).

Upon pressing OK, the read-only text field you originally clicked on will be updated to reflect
the new value. Any fields that have changed will be marked by a small caution sign. On saving
this multi-job edit dialog, the changed values will be applied to all selected jobs.

PLEASE NOTE: Read all information on each configuration page carefully when using the
multi-job edit dialog. A few screens operate in a slightly different manner then mentioned
abowe. All of the necessary information is provided at the top of these screens in bold writing.

Host Connectivity Issues

Unavailable Hosts

Peer Management Center is designed to be run in an environment where all participating hosts
are highly available and on highly available networks.

If a host becomes unavailable while a File Collaboration Job is running, and is unreachable
within the configured timeout period (specified within the job's General Settings), it may be re-
moved from collaboration. If no response is received while performing a file collaboration opera-
tion within the timeout period then the host will be pinged, and if still no response, the host will
be taken out of the running session, a FATAL event will be logged, and the Participants View
for the job will be updated to indicate that the host has failed. In addition, if Email Alerts and/or
SNMP_Notifications are configured and enabled for Host Timeouts, then the appropriate mes-
sage(s) will be sent.

If auto-restart support (see below) is not enabled, you will need to Stop and Start the file col-
laboration job in order to bring any failed hosts back into the session. As a result, all Root
Folders on all hosts will need to be scanned again to detect any inconsistencies. Therefore, if
you are operating over a WAN with low bandwidth you will want to set the timeout to a higher
value on each related job.
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Quorum

In order for a File Collaboration Job to run correctly, a quorum of available hosts must be met.
Quorum is currently set to at least 2 hosts, and if quorum is not met then the collaboration
session will automatically be terminated. If Email Alerts and/or SNMP Natifications are con-
figured and enabled for Session Aborts, then the appropriate message(s) will be sent.

Auto-Restart

Peer Management Center includes support for automatically restarting file collaboration jobs that in-
clude patrticipating hosts that have been disconnected, and have reconnected and are once again
available. After a host becomes unavailable and quorum is lost on a running file collaboration job,
the job will automatically stop running and enter a pending state, waiting for one or more hosts to
become available again so that quorum can be met. Once quorum is met, the pending job will auto-
matically be restarted, beginning with a scan of all Root Folders. In a job where a host becomes un-
available but quorum is not lost, the remaining hosts will continue collaborating. If the unavailable
host becomes available once again, it will be brought back into the running job and a background
scan will begin on all participating hosts, similar in fashion to the initial background scan at the start
of a job.

Configuration

This functionality is enabled on a global level for all file collaboration jobs and is configured by click-
ing on the Window menu within the Peer Management Center, then selecting Preferences. Within
the opening dialog, select File Collaboration in the tree on the left. The following screen will be
displayed:

Copyright (c) 1993-2018 Peer Software, Inc. All Rights Reserved



Peer Management Center Help 77

2 Preferences i -

type filter text File Collaboration oy ow
I- | File Collabaoration
I» General Configuration Max Path Length: | 1024 2
Licensing
SMTP Email Configuration Host Connectivity
User Management Minirnum Host Recennect Time (in minutes): | 2 =

Advanced Reporting
Enable Advanced Reporting Tab: [

0K | | Cancel

Host Connectivity options are as follows:

Auto Restart Jo.b If checked, auto-restart functionality will be enabled for all running
when Host Avail- ' S

file collaboration jobs.
able
Minimum Host The minimum time in minutes a host must be reconnected before
Reconnect Time reestablishing the host within any relevant file collaboration jobs.
(in minutes)
Enable Advanced Check this option to display the Reports tab in the Collaboration
Reporting Tab Summary screen.

Disabling auto-restart on a per-job and host instance is performed within the Participant View for the
desired file collaboration job. For more information on managing and disabling auto-restart at the job
level, please see the section on the Participant View.
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Runtime Job Views

Each file collaboration job has seven primary Runtime Views used for viewing a combination of
real-time file /O activity, history, and configuration. These views also provide the ability to man-
age specific collaboration runtime functionality.

The seven views are as follows:

Summary View
Session View

Event Log View
File Conflicts
Alerts View
Participants View
Configuration

1. Summary View

The Summary View allows you to view current and cumulative file collaboration and synchron-
ization statistics, as well background synchronization status.

Summary | Session | Event Log| ¥ File Conflicts (1)| ¥ Alerts (2) | Participants (2) | Configuration

Summary View Actions = [w] Auto-Update | Refresh | 10 5 seconds
Description Active Total
Session Status Collaborating Started: 11/20/15 10:13 AM

Files 1369

Directories 42

Total Size 3.8GB

Collaboration Status

Open Files 110 614
Real-time Events 0 0
File Conflicts 1 1

Synchronization Status

Bytes Transferred 21.3 MB 21.3 MB --» Delta Savings 99.49% (4.1 GB)
Files Updated 110 870
Files Added 0 0
File ADS Transfer 0 (0 bytes) 00 bytes)
Files Deleted 0 0
Files Renamed 0 0
File Metadata Updates 0 0
Background Scan Sync. Status Cormpleted & minutes 31 seconds
Cueued Files 0 259
Cueued Bytes 0 bytes 14 GB
File Metadata Conflicts 0 0

The Session Summary View is made up of the following sections:
Session Status

This section displays current statistics for all files/folders contained in the running file collabor-
ation job.
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Files Current number of files in the running file collaboration job. Files that
are excluded by filtration will not be included in this statistic.

Directories Current number of subfolders under the Watch Sets of the running
file collaboration job.

. Cumulative number of bytes of all files in the running file collabora-

Total Size .
tion job.

Start Time The date and time of the last start of the file collaboration job,
manual or automatic.

Collaboration Status

Open Files (Act-
ive)

Displays the number of files that are currently being collaborated on,
where a user has a file open on the source host and the system is
holding locks on all target hosts.

Events (Active)

Open Files Displays the total number of files that have been opened since the
(Total) session was started, where locks were propagated to target hosts.
Real-Time Displays the current number of real-time file events that are pending

action.

Real-Time
Events (Total)

Displays the total number of realtime event received since the run-
ning file collaboration job was started.

File Conflicts
(Active)

Displays the current number of files that are in some type of conflic-
ted state.

File Conflicts

(Total)

Displays the total number of file conflicts (including pending initial
synchronization) that have occurred since the running file collabora-
tion job was started.

Synchronization Status

This section displays current and cumulative statistics for all files that have been added, re-
moved, renamed or modified since the running file collaboration job was started.

Bytes Trans-
ferred (Active)

Total number of bytes currently being transferred to target hosts by
the running file collaboration job.

Bytes Trans-
ferred (Total)

Total number of bytes that have be transferred to target hosts since
the file collaboration job was started. If delta-level replication is en-

abled then the total delta encoding savings will also be displayed as
percentage along with the actual cumulative size of the source files.

For example a value of 3.9MB --> Delta Savings 47.75% (7.6MB)
should be interrupted as a total of 3.9MB were transferred corres-
ponding to the actual total source size of 7.6MB for a savings of
47.75% or 3.7MB.

Keep in mind that the delta savings also averages in files where
delta encoding may not have been used.
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Files Updated
(Active)

Total number of files currently being updated or that are scheduled to
be updated.

Files Updated
(Total)

Total number of files that have been modified since the file collabora-
tion job was started.

Files Added Total number of files currently being added to the session or that are
(Active) scheduled to be added.

Files Added Total number of files that have been added since the file collabora-
(Total) tion job was started.

File ADS Trans-
fer (Active)

Total number and bytes of Alternate Data Streams being synced or
scheduled to be synced

File ADS Trans-

Total number and bytes of Alternate Data Streams synced since the

fer (Total) file collaboration job was started.
Files Deleted Total number of files currently being deleted or that are scheduled to
(Active) be deleted.

Files Deleted
(Total)

Total number of files that have been deleted since the file collabora-
tion job was started.

Files Renamed
(Active)

Total number of files currently being renamed or that are scheduled
to be renamed.

Files Renamed
(Total)

Total number of files that have been renamed since the file collabora-
tion job was started.

File Metadata
Updates (Act-
ive)

Total number of files pending file metadata (file attributes and secur-
ity descriptor) updates.

File Metadata
Updates (Total)

Total number of file metadata (file attributes and security descriptor)
changes that have occurred since the file collaboration job was star-
ted.

Background Synchronization Status

This section displays owverall status of the initial synchronization process performed at the start
of the session, as well as current and cumulative statistics for files that needed to be syn-

chronized.

Background
Sync. Statusd

Text label indicating the current status of the initial synchronization
process. Valid values are:

e Stopped: Session is stopped.

e Completed: Initial scan and synchronization processes have
completed.

e Synchronizing Files: Background scan and initial synchroniza-
tion processes are currently running.

e When the status is Synchronizing Files, the Total column will
display the directory that is currently being synchronized.
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Queued Files
(Active)

Total number of files currently being synchronized or that are sched-
uled to be synchronized.

Queued Files

(Total)

Total number of files that have been synchronized by the session as
a result of the initial synchronization process.

Queued Bytes
(Active)

Total number of bytes currently being synchronized or that are

scheduled to be synchronized by the initial synchronization process.

Queued Bytes
(Total)

Total number of bytes that have been synchronized by the session
as a result of the initial synchronization process.

File Metadata
Conflicts (Act-
ive)

Total number of file metadata conflicts that are currently being acted
on as a result of the initial synchronization process.

File Metadata
Conflicts (Total)

Total number of file metadata conflicts that were found as a result of
the initial synchronization process.

2. Session View

The Session View allows you to view real-time file collaboration activity and the current session
status. You can see which files are currently open in the running session, as well as any file
that is currently being synchronized between hosts.

Summary | Session | Event Log ! File Conflicts (13| ¥ Alerts (2) Participants (2) | Cenfiguration

Open Files (79)

Session Status: Collaborating | Filter by Host: v| Filter by: | vH Actions ¥

File Path Host Is Source  UserName  Sync.Status  File Size Last Modified Date Opened Message ~
I \FLDRIWFLDRILTVFILE-nen QALab1W... true Session 52% 5.7 MB 11-20-201510:31:01  11-20-2015 10:31:50

I AFILE-new3.TXT QALab1W... true MonikaC 5.7 MB 11-20-201510:31:03  11-20-2015 10:28:27

p \FLDRZ\FILE-new13.TXT QALab1W.. true Session 5.7 MB 11-20-201510:31:00  11-20-2015 10:32:57 _
I \FLDRI\FLDR3LIFILE-nev QALab1W... true Session 3.7 MB 11-20-201510:31:02  11-20-2015 10:31:35 =
[ \FLDRZ\FLDR3LTWFILE-nev QALab1W... true Session 52% 5.7 MB 11-20-201510:30:53  11-20-2015 10:32:11

I \FILE-new18TXT CALab1W... true MonikaC 5.7 MB 11-20-201510:31:04  11-20-2015 10:28:27

I \FLDRI\FLDR3LIWFILE-nev QALab1W... true Session 2% 5.7 MB 11-20-201510:31:02  11-20-2015 10:31:46

[ \FLDRIFLDRILIWFILE-nev QALabIW... true Session 52% 5.7 MB 11-20-201510:31:01  11-20-2015 10:31:58

I \FLDRIFLDRILIWFILE-nev QALab1W... true Session 2% 3.7 MB 11-20-201510:31:01  11-20-2015 10:31:57

[ \FLDRIFLDRILIWFILE-nen QALab1W... true Session 52% 5.7 MB 11-20-201510:31:02  11-20-2015 10:31:45

> "FLDR3\WFLDR3LTVFILE-nen QALab1W... true Session 96% 5.7 MB 11-20-201510:31:02  11-20-2015 10:31:36

I \FLDR2Z\FLDR3L1WFILE-nev QALab1W... true Session 2% 5.7 MB 11-20-201510:31:00  11-20-2015 10:32:08

I \FILE-new. TXT QALab1W... true MonikaC 5.7 MB 11-20-201510:31:03  11-20-2015 10:28:27

I \FLDRZ\FILE-newS.TXT  QALab1W... true Session 8% 3.7 MB 11-20-201510:31:00  11-20-2015 10:32:19

I AFILE-new17.TXT QALab1W... true MonikaC 5.7 MB 11-20-201510:31:04  11-20-2015 10:28:27

I \FLORZ\FLDR3LTVFILE-nen QALab1W... true Session 52% 5.7 MB 11-20-201510:30:59  11-20-2015 10:32:10

p \FLDRZ\FILE-new14.TXT QALab1W.. true Session 5.7 MB 11-20-201510:31:00  11-20-2015 10:32:56

 \FLDRZ\FILE-newl.TXT ~ QALab1W... true Session Scheduled 5.7 MB 11-20-201510:30:39  11-20-201510:28:57  Pending Synchronizat
I \FLDRI\FLDR3LIFILE-nev QALab1W... true Session 96% 3.7 MB 11-20-201510:31:02  11-20-2015 10:31:37

I \FILE-new3.TXT QALab1W... true MonikaC 5.7 MB 11-20-201510:31:03  11-20-2015 10:28:27

[ \FLDRS\FLDRILTVFILE-nen QALab1W... true Session 52% 5.7 MB 11-20-201510:31:01  11-20-2015 10:31:51

I \FLDRZ\FILE-newd.TKT ~ QALab1W... true Session 8% 5.7 MB 11-20-201510:31:00  11-20-2015 10:32:20

[ \FLDRZ\FLDR3LTWFILE-nev QALab1W... true Session 52% 5.7 MB 11-20-201510:30:38  11-20-2015 10:32:05 v

~

m >

[##] Auto-Update | Refresh [ 10 -3 seconds

The Session View is made up of the following components:

Session

Text label indicating the current status of the session. Valid values
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Status are:

Stopped: Session is stopped.

Starting: Session is starting up.

Collaborating: Real-time ewvent detection is enabled and session is
collaborating.

Stopping: Session is in the process of stopping.

Open Files A table showing all currently open files on the source host, any in-
Table ternal file locks being held by the running file collaboration job on the
target host(s), and file summary information. This table will also show
all file transfers currently in progress along with file summary informa-
tion, status and owerall progress. Clicking on any column headers will
sort by that column in ascending or descending order.

All items listed in this table are grouped by file path. Each associated
lock and/or transfer for each participating host will be available as a
hidden child item of a root row. The root row represents the file on the
source host. Pressing the + next to the root will show all associated
file transfers and/or locks.

Host Filter A drop down list of participating hosts to filter on. Selecting a specific
host will filter the Open Files to just show files on that host.

Filter By A drop down list of additional filters that can be applied to the Open

Combo Files table. including filtering by user name (associated with the open-

ing, adding, deleting, or modification of a file), and by file name.

Actions Menu Menu items include:

o Refresh View: Refresh the entire Open Files table to show the
latest list of file transfers and locks.

e Validate Session Locks: Clicking this link will perform validation of
all locks in the session and will report any potential issues. You
should perform this action if you believe a file is not open in the ses-
sion, but the user interface indicates that the file is open, or vice-
versa.

o File System Report: Generate a text file listing all files and folders
being collaborating on within the running file collaboration job.

3. Event Log View

The Event Log View allows you to view recent file event history for the currently running file col-
laboration job based on your Logging and Alerts settings. You can specify the maximum num-
ber of events to store in the table by adjusting the Display Events spinner located in the top
right corner of the panel. The maximum number of events that can be viewed is 3,000. If you
need to view more events or events from a prior session, then you can use the log files saved
in the 'Hub\logs' directory located in the installation directory. The event log files will start with
fc_event.log and are written in a tab delimited format. Microsoft Excel is a good tool to use to
view and analyze a log file. See the Logging and Alerts settings for more information about log
files.
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You can click on any column header to sort by the column. For example, clicking on the File
column will sort by filename and you will be able to view all file events for that file in chronolo-
gical order. Warnings are highlighted in light gray, Errors are highlighted in red and Fatal errors
are highlighted in orange. Error records will also contain an error message in the Message

column.

Summary | Session | Event Log

File Conflicts (1)

Event Log (Auto-Update Disabled)

! Alerts (2) | Participants (2) | Configuration

0 errors, 2 warnings, 1498 others | Filter by Severity: l:l Filter by: | v| | Actions ¥
Date Severity Type Host Is Source  File Comments Message Username File Size |~
11-20-2015 10:3... INFO File Modify QALab1Wi... false \FLORMFLDRILIN...  Updated 0.48... Session 5.7 MB
11-20-2015 10:3... INFO File Lock QALab1Wi... false \FLDRZVFLDRILTY... Session 5.7 MB
11-20-2015 10:3... INFO File Close QALab1Wi... true WFLDRIWFLDRILTY... Session 5.7 MB
11-20-2015 10:3... INFO File Close QALab1Wi... false \FLDRT\FLDRILTA... Session 5.7 MB
11-20-2015 10:3... INFO File Modify QALab1Wi... false \FLDRMWFLDRILIN..  Updated 0.48... Session 3.7 MB
11-20-2015 10:3... INFO File Lock QALab1Wi... false \FLDRZVFLDRILTY... Session 5.7 MB
11-20-2015 10:3... INFO File Close QALab1Wi... true WFLDRIWFLDRILTY... Session 5.7 MB
11-20-2015 10:3... INFO File Close QALab1Wi... false \FLDRT\FLDRILTA... Session 5.7 MB
11-20-2015 10:3... INFO File Lock QALab1Wi... false \FLDRZVFLDRILTY... Session 3.7 MB
11-20-2015 10:3... INFO File Close QALab1Wi.. true WFLDRTWFLDRILTY... Session 5.7 MB
11-20-2015 10:3... INFO File Close QALab1Wi... false WFLDRIWFLDRILTY... Session 5.7 MB
11-20-2015 10:3... INFO File Modify QALab1Wi... false \FLORTWFLDRILTN...  Updated 0.48... Session 5.7 MB
11-20-2015 10:3... INFO File Lock QALab1Wi... false \FLDRZVFLDRILTY... Session 3.7 MB
11-20-2015 10:3... INFO File Modify QALab1Wi... false \FLDRTVFLDRILTN..  Updated 0.48... Session 5.7 MB
11-20-2015 10:3... INFO File Close QALab1Wi... true WFLDRIWFLDRILTY... Session 5.7 MB
11-20-2015 10:3... INFO File Close QALab1Wi... false \FLDRT\FLDRILTA... Session 5.7 MB
11-20-2015 10:3... INFO File Modify QALab1Wi... false \FLDRMWFLDRILIN..  Updated 0.48... Session 3.7 MB
11-20-2015 10:3... INFO File Lock QALab1Wi... false WFLDRZVFLDRILTY... Session 5.7 MB
11-20-2015 10:3... INFO File Close QALab1Wi... true \FLDRIWFLDR2LTY... Session 5.7 MB
11-20-2015 10:3... INFO File Close QALab1Wi... false \FLDRT\FLDRZL ... Session 5.7 MB
11-20-2015 10:3... INFO File Lock QALab1Wi... false \FLDRZVFLDRILTY... Session 3.7 MB -
g TR L Ao - Crrmnas R nan - S
[] Auto-Update | Refresh | 100 15| seconds Display [ 1500 |5 Events

Clicking on the Actions table menu provides the following options:

02

Refresh
View

Refresh all information provided in the table. This can also be done from the
right-click context menu of the table.

Clear
Events

Remowe all items from the table. This can also be done from the right-click

context menu of the table.

4. File Conflict View

Introduction

Files conflicts can occur for the following reasons:

1. Two or more users open a file at the same time before all files can be locked down by the
running file collaboration job.

2. Afile is already opened by a user when a file collaboration job is started and the file size
and timestamp does not match the other target hosts.

3. Afile is already opened by two or more users when a file collaboration job is started.
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4. A file was modified on two or more hosts between job restarts or network outages.

5. A general I/O failure occurs on the Source Host after the file has been modified, but before
the file is synchronized to all Target Hosts. In this case, the file will automatically be quar-

antined.

When a file conflict is detected, the file is placed in the File Conflict list (shown below) with a
specific status which will determine how the conflict is resolved. The three possible file conflict
statuses along with their resolution strategies are as follows:

Conflict Status

Resolution Strategy

Pending Con-
flict Resolution

This status will be assigned to files that have already been \erified
or synchronized by the session via the initial synchronization pro-
cess. When all files in use are closed by users on the source hosts,
the files will be analyzed to determine if a file conflict has occurred
as follows:

¢ If more than one file has been modified then the file will be quar-
antined by updating the file conflict status to quarantined.

¢ If only one file as been modified then that file will be used as the
source, synchronized with all other participating hosts, and re-
moved from the File Conflict list

e If no files have been modified then no action will be taken and the
file will be removed from the File Conflict list

Pending Initial
Synchroniza-
tion

This status will be assigned to files that have not been verified or
synchronized by session via the initial synchronization process.
When all files in use are closed by users on the source hosts, then
standard file conflict resolution will be performed based on the con-
figured Eile Conflict Resolvers. However, if the "Quarantine Offline
Multi-Edits" option is enabled, then if a file is modified on 2 or more
hosts while the collaboration session is not running, and the last
modified timestamps are all newer then the last timestamp recorded
by the collaboration session, then the file will be quarantined.

Quarantined

A file will be quarantined when a file conflict with "Pending Conflict
Resolution" status cannot be resolved or a fatal I/O error occurs.
Quarantined files will need to be explicitly removed from the File
Conflict list.

When a file conflict occurs, the status will be set to Pending Conflict Resolution if the file
has already been \erified or synchronized by the initial synchronization process, otherwise the
file conflict status will be set to Pending Initial Synchronization. If the conflict is a result of
a fatal I/O error on the source then the file conflict status will be set to Quarantined.

NOTE: If a file collaboration job is stopped before a file conflict with a status of Pending Con-
flict Resolution is resolved, then that file will automatically be quarantined the next time the
file collaboration job is started.

File Conflict and Quarantine Scenarios
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A job is started and Initial Scan Logic is performed on a file

If file has never been synchronized by Peer Management Center and if file sizes and last modi-
fied times do not match on all collaboration hosts, or if file does not exist on one or more
hosts, then the file will be synchronized based on the configured file conflict resolver, which is
typically most recent last modified time. Files that have previously been synchronized by Peer
Management Center where just a single file’s last modified timestamp is newer than the last
recorded timestamp, then that file will be synchronized to all other hosts; howeer, if two or
more files have a more recent last modified timestamp than was last recorded timestamp, then
the file will be quarantined (this is the default behavior and can be disabled by de-selecting the
File Conflict Resolvers "Quarantine Offline Version Conflicts" configuration option).

A single user has a file opened before starting a collaboration job

A file conflict will be created with a status of "Pending Initial Synchronization". After the user
closes the file, if all file sizes and timestamps match then the file conflict is removed and no
synchronization is performed. However, if any file last modified times or file sizes do not
match, the file will be synchronized or quarantined based on the configured file conflict resolu-
tion strategy and according to the initial scan logic detailed above. Once the file is synchron-
ized, the file conflict will be remowved.

Two or more users have a file open before starting a collaboration job

A file conflict will be created with a status of "Pending Conflict Resolution". After the users
close all files the conflict will be remowved if the last modified timestamp matches on all files,
otherwise if the file has never been synchronized by Peer Management Center then the file
conflict will be updated to quarantined. However, if the file has previously been synchronized
by Peer Management Center, then the file will synchronized or quarantined based on the con-
figured file conflict resolution strategy and according to the initial scan logic detailed abowe.

Two or more users open a file at the same time

In the rare situation when two users open a file at the same time, or in-and-around the same
time and Peer Management Center is unable to obtain corresponding locks on target hosts be-
fore this happens (this is dependent on WAN latency and other factors), then a file conflict will
be created with a status of "Pending Conflict Resolution”. After all users close the files, file
lock conflict resolution will be performed as follows:

o If all files last modified timestamps and file sizes match, then the file conflict will be re-
moved.

¢ If only a single file has been modified, then the file that changed is synchronized or quarant-
ined based on the configured file conflict resolver and according to the initial scan logic de-
tailed above.

o If two or more files have been modified since it was opened, then the file conflict status will
be updated to quarantined.

Quarantined Files

Once afile is marked as Quarantined, the file will no longer participate in collaboration, and
thus changes to any version of the file will not be propagated to other hosts. However, sub-
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sequent file activity on a quarantined file will be logged in the event log as a warning so you
can determine who modified the file while it was quarantined. Quarantined files are saved to
disk and will sunvive session restarts. The File Conflict list displays the time and date of the
guarantine along with an error message indicating the reason for the quarantine (see below). A
Quarantined File event is also logged in the Event Log and you can obtain a more detailed
reason for the quarantine by analyzing the Event Log file(s). In addition, if Email Alerts and/or
SNMP_Notifications are configured and enabled for File Quarantines, then the appropriate
message(s) will be sent.

Removing a file from Quarantine

You must explicitly remowe a file from quarantine in order to hawe it participate in the collabora-
tion session once again. To remowe a file from quarantine, select the file in the File Conflict list,
select the host with the correct version, and press the Release Conflict button. After doing
this all hosts are checked to make sure the file is not currently locked by anybody. If no locks
are found, then locks are obtained on all versions of the file and the targets that are out-of-date
are synchronized with the selected source host. You may also chose to perform no action, in
which case the file is removed from the File Conflict list but none of the file versions are modi-
fied; therefore if the files are not currently in-sync, then the next time the file is modified,
changes will be propagated to the other hosts. If an error occurs while removing the file conflict,
then the Status field in the File Conflict table is updated to reflect the error.

You may also select multiple files to remowve from the conflict list at once.

Summary | Session | Event Log ! File Conflicts (13| ! Alerts (2) Participants (2) | Cenfiguration
File Conflicts

1Files | Filter by File Mame: I:l Host with correct file version: | Please select host v| | Release Conflict

Date File Cause Status Message
11-20-2015 09:4%:06  \FLDRZ\FLDRILIVFILE-new17.TXT  File Medify File Guarantined FileModifyCoordinator exception ...

The right-click context menu for the table contains the following actions that are unique to this
particular view:

Refresh

) Refresh all information provided in the table.
View
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Clear Clears all alerts for the selected job. This can be performed while a job is
Alerts running.

5. Alerts View

The Alerts View allows you to view any alerts relevant to the running file collaboration job.
Items shown here are based on the configured Alerts Sewerity setting on the Logging and
Alerts configuration page. You can specify the maximum number of alerts to store in the table
by adjusting the Display Alerts spinner located in the top right corner of the panel. The alerts
are also written to a tab delimited file named fc_alert.log within the subdirectory 'Hub/logs'
within the installation directory of the Peer Management Center. See the Logging and Alerts
settings for more information about log files.

You can click on any column header to sort by that column. For example, clicking on the
Severity column will sort by alert severity. Warnings are highlighted in light gray, while Errors
and Fatal alerts are highlighted in red. In general, you should not see any alerts, but if an Error
or Fatal alert occurs, it usually means something is wrong with the collaboration session. It
may need to be restarted or a configuration setting may need to be changed. You should con-
sult the text in the message field for details on what occurred.

Summary | Session | Event Log | ¥ File Conflicts (1) | ¥ Alerts (2) | Participants (2) | Configuration
Alert Log

-

2 errors, D warnings, 0 others | Filter by Severity: Display | 1000 (5 Alerts

Received Date Severity Type Host Message
11-20-201510:12:49  FATAL Application Cuorum lost for job Revit Projects, Session will restar...
11-20-2015 10:12:49  ERROR Application QALabTWin02...  Agent service on host QALabTWin08R2C was shutdo...

The following right-click menu items are unique to this particular table:

Refresh Refresh all information provided in the table. This can also be done from the
View right-click context menu of the table.

Clear Removwe all items from the table. This can also be done from the right-click
Events context menu of the table.
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6. Participants View

The Participants View shows a list of all currently configured host participants for the selected
file collaboration job and contains a column used to display activity status occurring on the
hosts. If a host has become unavailable, an error message will be displayed next to the failed
host in red.

Summary | Session | Event Log ! File Conflicts (1) | ¥ Alerts (4) | ! Participants (2) | Cenfiguration
Host Participants

Host Root Path Status State Message
OALab1Wi. \WOASYMI\voll\QATest.. Agent Service Shutdown  Inactive (Pending Host .. Agent service on host QALabTWin028R2C was shutdown while ...
QALab1Wi... \WQASYM2\volT\OATest... Mot Participating Inactive Job Stopped

Host Participant 5tate Change Log

Filter by : Host: | Status: | v| State: | v
Date Host Status State Message A
11-20-2015 ... QALab1Wi.. Mot Participating Inactive lob Stopped =

11-20-2015 .. CALab1Wi.. Agent Service Shu.. Inactive (Pendi.. Agent service on host QALab1Win08R2C was shutdown while ...
11-20-2015 .. CALab1Wi.. Agent Service Shu.. Inactive (Pendi.. Agent service on host QALab1Win08R2C was shutdown while ...

11-20-2015 ... QALab1Wi.. Participating Active
11-20-2015 ... QALab1Wi.. Participating Active
11-20-2015 ... QALabIWi.. Agent Service Shu.. Inactive Agent service on host QALab1Win08R2C was shutdown while ... -

The Participants View also contains a table that displays the most recent host participant
state changes, e.g. when a host was remowved from collaboration session, or when a host
came back online, etc. This functionality is broken down into two parts: right-click context
menu items and a subview entitled Host Participant State Change Log.

The following unique items are available in a right-click context menu for the top part of the Par-
ticipants View:

Disable Temporarily disables the selected participant from taking part in the file col-
Host Par- laboration job. You might want to do this if the host is experiencing tempor-
ticipant ary network outages.

Cancel This menu item is only available if the global auto-restart functionality en-
Auto Re- abled and the selected host has been remowved from the file collaboration
start job that is currently being viewed. The cancelling of the auto-restart func-

tionality for the host will only be in effect until the next time you start the
file collaboration job. If quorum has been lost for the job, cancelling auto-re-
start on all unavailable hosts will prevent the job from automatically restart-
ing. If quorum has not been lost, cancelling auto-restart will simply prevent
a host from automatically re-joining collaboration.
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The Host Participant State Change Log is a log of all host participant status changes (Col-
laborating, Not Collaborating, etc.) and/or state changes (Active, Pending Restart, etc.) of a
host participant. This table is currently limited to 250 rows and can be filtered by host, by
status, and by state.

The following items are available in the right-click context menu for this table:

Rgfresh Refresh all information provided in the table.
View

Clear Removwe all items from the table.

Events

7. Configuration View

This view displays a quick summary ofall configurable items for the selected file collaboration
job. Each page ofthe File Collaboration Configuration dialog is represented in it's own part of the
view and can be collapsed ifdesired. Clicking Edit this File Collaboration Configuration will
immediately bring you to the File Collaboration Configuration dialog where you can edit the current
configuration.

Summary | Session | Event Log ¥ File Conflicts (1) | ¥ Alerts (4) | ! Participants (2) | Configuration

Edit this File Collaboration Cenfiguration

Currently Running Configuration Summary

 Selected Participants and Configurations

QALabTWin12R2C \WOASYM2\wol1\QATesting'\Revit (Detector Type: NetApp cDOT - Local Path: /QASVM2 _voll)
OALab1Win08R2C \WOASVM1\wol \OATesting\Revit (Detector Type: MetApp cDOT - Local Path: /QASVM1 _vol1)

~ General Settings

Session Name:

Revit Projects

Session | o7
Transfer Block Size: 128 KB
Verify Checksum: true
Global Real-Time Expedited Threads: 30

Global Real-Time Background Threads:

60

File Synchronization Job Priority: 2

Timeout: 180 Seconds
Scan Delay: 10

Remove Filtered Files On Folder Delete false
Require All Hosts At Start: false

Auto Start: false

~ Selected File Filters

Default (Any) - 0

Excluded Wildcard Expressions: ~*.*, *.BAK, *BCK, *WEK, *.ASD, *.XLK, *.DWL*, *.ACS, *.5V5,
<< M\atmp[0-0]{4,}5>>, *5LOG, *LNK, *LDE, *.LACCDB

Included Wildcard Expressions:

Date Filter: Include all dates

oo Filaoo [N
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Advanced Configuration

The topics in this section provide information on advanced functionality and configuration op-
tions available in Peer Management Center.

Central Peer Agent Configuration

The ability to remotely manage the configuration for connected Peer Agents is available from within
the Peer Management Center Client. To access, right click on any connected Peer Agent, and se-
lect Edit Agent Configuration. The Peer Agent Configuration dialog will be displayed, with three
pages of available configuration items. In order for any configuration change to take effect, the selec-
ted Peer Agent must be restarted. If no Jobs are running, you will have the option of restarting the
Peer Agent at the close of the configuration dialog.

WARNING: Changes to any option on the three pages of this dialog may result in problems when
the Peer Agent starts. Please ensure all settings are correct before saving the dialog and restarting
the selected Peer Agent.

Topics include:

o Peer Management Center Broker Configuration
e General

e logging

e Performance

e VM Options
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1. Peer Management Center Broker Configuration

2

Broker Configuration
General

Logging
Performance

VM Options

Agent Configuration I;li-

Broker Configuration

WARNING: Changes to this page may make the Agent unable to start.
These changes will only take affect after the Agent is restarted.

Primary Broker Host: | galablde |

Connection Type: |55I v|

Broker Port: 61617

Use Compression:

(0].4 | | Cancel

Please note that these settings only apply to communication between the selected Peer Agent and
Peer Management Center Broker and not to communication between the Peer Management Center
and Peer Management Center Broker.

Primary Broker

The IP address or fully qualified host name of the server running the

Host Peer Management Center Broker.
Connection The type of connection to use when communicating with the Peer Man-
Type agement Center Broker. Types include ssl (encrypted) and tcp (not en-

crypted).

Broker Port

The port on which to communicate with the Peer Management Center
Broker.

Use Com-
pression

When enabled, all communication between the selected Peer Agent and
the Peer Management Center Broker will be compressed.
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2. General

0} Agent Configuration I;li-
Broker Configuration General
General
Legging Workspace
Performance Agent Workspace Directony: workspace
VM Options

0K | | Cancel
Workspace
Agent Work- Peer Agent workspace directory where log files and other application

space Directory

data is stored. This path is relative to the Peer Agent's installation dir-
ectory. This can also be set to an explicit full path.
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£

3. Logging
2 Agent Configuration I;‘i-
Broker Configuration Lngging
General
Logging Archiving of Agent Logs
Performance Max number of days to keep before archiving: | 7
VM Options

OK | | Cancel

Archiving of Agent Logs

Max num-
ST O1f S Log files that are older than this date will automatically be zipped up
to keep be- : : .
: and archived to reduce required space on disk.
fore archiv-
ing
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4. Performance

@

Broker Configuration
General

Legging
Performance

VM Options

Agent Configuration \;‘i-

Performance

Processor Affinity

Max Number of Processors to Use (4 available) | -1

OK | | Cancel

Processor Affinity

Max Num-
ber of Pro-
cessors to
Use (x avail-
able)

The maximum number of processor the Peer Agent senice will be able
to use. If set to -1, all processors will be available. The caption for this
setting will display how many total processors are available.
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5. VM Options

(5] Agent Configuration \;‘i-

Broker Configuration VM Options

General

Lagging ) . =
Performance Maximum Agent Memaory (in MB): 512 o
VM Options For 32-bit Agents, the maximum memory cannot be larger than 1.5GB

| OK | | Cancel |

The first option on the page allows for the ability to tune the maximum amount of system memory
that the Peer Agent senice will use on the server where it is installed. The maximum amount is
1.5GB. We strongly recommend that this value not be set below 512MB.

The text field below this option should only be used under the direction of the Peer Support Team.

Peer Management Center

The topics in this section provide information on advanced functionality and configuration op-
tions available in the Peer Management Center.

Topics Include:

e Custom SSL Integration
e Filter Expressions

e Tags

1. Custom SSL Intergration

Overview

Peer Management Center supports the ability to use custom or private TLS certificates to connect
Peer Agentto the Peer Management Center Broker. The Keytool certificate management utility will
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be used to store the key and certificate into a keystore file which protects the private keys with a
password.

Please note the the paths in the following sections reference a defaultinstall directory for both the
Peer Management Center and Peer Agent.

Use Existing Certificate

Create New Certificate

Use Existing Certificate

Perform the necessary commands using the keytool application bundled with your Peer Man-
agement Center or Peer Agentinstallation (Java 6).

Keytool location on Peer
Management Center sys-

tem: C:\Program Files\Peer Software\Peer Management Hub\jre\bin
Keytool location on Peer
Agent system: C:\Program Files (x86)\Peer Software\Peer Agent\jre\bin

Peer Management Center Broker and Peer Agent Keystore
Generation
You will need to have two custom/private certificates. One for the Peer Management Center

Brokerand one for all the participating Peer Agents. You may selectdifferentalgorithms and
encryption key size (i.e. RSA, DSA with 1024 or 2048 key size).

Step 1.
View/listthe contents of the custom/private certificates. Perform these steps for both certi-

ficates (Peer Management Center Broker and Peer Agent). Make a note of the Alias of
the certificate, if it exists.

keytool -list -v -keystore HubCert.pfx -storetype pkcsl2
HubCert.pf Represents the custom/private certificate for the Peer Management
X Center Broker.
AgentCert. Represents the custom/private certificate for the Peer Agents.

pfx

Note: The command will promptyou to enter the password you seton your custom certi-
ficate, ifapplicable.

Step 2:

Add the custom/private Peer Management Center Broker certificate into the Peer Man-
agement Center Broker keystore.
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keyt ool

-i nportkeystore -deststorepass pl Broker4321 -destkeypass

pl Broker 4321 -destkeystore broker. ks -srckeystore HubCert.pfx -

srcstoretype PKCS12 -srcstorepass PASSWORD -alias ALIAS -destalias

br oker

gllBroker43 The password you assign to the new Broker keystore.

broker.ks Destination keystore that will be created containing the cus-
tom/private certificate.

HubCert.pf Custom/private certificate being imported into the new keystore.

X

PASSWOR The password of the custom/private certificate, if it exists. If you omit

D the -srcstorepass command you will be prompted for the certificate
password if needed.

ALIAS The Alias of the custom/private certificate you discovered in Step 1
abowe.

broker The Alias of the new keystore containing the custom/private.

Note: The broker.cer and broker.ks files will be created in the \jre\bin folder where the

keytool application resides.
Step 3:

Add the custom/private Peer Agent certificate into the Clientkeystore.

keyt ool -inportkeystore -deststorepass plClient4321 -destkeypass
pl Cli ent 4321 -destkeystore client.ks -srckeystore AgentCert.pfx -
srcstoretype PKCS12 -srcstorepass PASSWORD -alias ALIAS -destalias

client

plCli- .

ent4321 The password you assign to the new Broker keystore.

client.ks Destination keystore that will be created containing the cus-
tom/private certificate.

AgentCert. Custom/private certificate being imported into the new keystore.

pfx

PASSWOR The password of the custom/private certificate, if it exists. If you omit

D the -srcstorepass command you will be prompted for the certificate
password if needed.

ALIAS The Alias of the custom/private certificate you discovered in Step 1
abowe.

client The Alias of the new keystore containing the custom/private.
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Note: The clientcerand clientks files will be created in the \jre\bin folder where the
keytool application resides.

Step 4:

Exportthe broker's certificate so itcan be shared with clients.

keyt ool -export -alias broker -keystore broker.ks -file broker.cer

The Alias of the broker keystore containing the custom/private certi-
broker :
ficate created in Step 2 above.
broker.ks The keystore file created in Step 2 above containing the cus-
tom/private certificate for the Broker.
broker.cer The certificate file created in Step 2 above.

The command will promptyou to enter the password for the broker keystore (i.e.
pIBroker4321).

Step 5:

Exportthe client's certificate so itcan be shared with broker.

keytool -export -alias client -keystore client.ks -file client.cer

. The Alias of the client keystore containing the custom/private certific-
client .
ate created in Step 3 abowe.
client.ks The keystore file created in Step 3 above containing the cus-
tom/private certificate for the Peer Agents.
client.cer The certificate file created in Step 3 above.

The command will promptyou to enter the password for the clientkeystore (i.e. pICli-
ent4321).

Step 6:

Create a truststore for the broker, and importthe client's certificate. This establishes that
the broker "trusts" the client:

keytool -inport -alias client -keystore broker.ts -file cli-
ent. cer
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: The Alias of the client keystore containing the custom/private certific-
client .
ate created in Step 3 above.
broker.ts The broker trustore to be created.
client.cer The certificate file created in Step 3 above.

The command will promptyou to enter the password for the broker keystore (i.e.
piBroker4321).

Step 7:

Create a truststore for the client, and importthe broker's certificate. This establishes that
the client "trusts" the broker.

keytool -inport -alias broker -keystore client.ts -file broker.cer
The Alias of the client keystore containing the custom/private certific-
broker .
ate created in Step 3 above.
client.ts The client trustore to be created.
client.cer The certificate file created in Step 2 above.

The command will promptyou to enter the password for the clientkeystore (i.e. pICli-
ent4321).

Copy the generated keystore file into their appropriate loc-
ation

On the Peer Management Center system: Copy the following files from the C:\Pro-
gram Files\Peer Software\File Collaboration Enterprise\jre\bin" directory into the "C:\Pro-
gram Files\Peer Software\File Collaboration Enterprise\Brokenkeys" directory on the
Peer Management Center system. Overwrite the existing files.

broker.ks
broker.ts

On the Peer Agent system: Copy the following files from the "C:\Program Files\Peer

Software\File Collaboration Enterprise\jre\bin" directory into the "C:\Program Files\Peer

Software\PeerLink Agent\keys" directory on the Peer Agent systems. Overwrite the exist-
ing files.

clientks
clientts

Restart all Peer Management Center services for the
changes to take effect

Copyright (c) 1993-2018 Peer Software, Inc. All Rights Reserved



100 Peer Management Center Help

Note: We recommend you create a folder outside the Peer Management Center/Peer
Agent installation directories in which to store the keystore files. This will ensure thatup-
grades will notclear/overwrite these files. The steps outlining this process will be posted
shortly.

1.2 Create New Certificate

Perform the necessary commands using the keytool application bundled with your Peer Man-
agement Center or Peer Agent installation (Java 6).

Keytool location on Peer  PMC_HUB_INSTALLATION_FOLDER|\jre\bin
Management Center sys-

tem:

Keytool location on Peer PEER_AGENT_INSTALLATION_FOLDER|\jre\bin

Agent system:
Broker Keystore generation

Step 1.

Using keytool, create a certificate for the Peer Management Center Broker.

keyt ool -genkey -alias broker -keyalg RSA -keystore broker. ks -
st orepass pl Broker4321 -validity 3000

broker The alias of the new broker keystore containing the new certificate.

broker.ks Destination broker keystore that will be created containing the new certi-
ficate.

plBroker4321 The password you assign to the new broker keystore.

Note: The broker.ks file will be created in the \jre\bin folder.

Example:
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code for this unit?

r Software, Inc.™, O 4=% o Inc.", L=Centrewville,

Step 2:

Export the broker's certificate so it can be shared with clients.

keytool -export -alias broker -keystore broker.ks -file
br oker. cer

broker The alias of the new broker keystore containing the new certificate..

broker.ks Destination broker keystore that will be created containing the new certi-
ficate.

broker.cer The name of the broker's certificate to be created.

Note: The broker.cer file will be created in the \jre\bin folder.

Example:

Step 3:

Create a certificate/keystore for the client.
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keyt ool -genkey -alias client -keyalg RSA -keystore client.ks -
storepass pl Client4321 -validity 3000

client The alias of the new client keystore containing the new certificate.

client.ks Destination keystore for the client that will be created containing the
new certificate.

plClient4321 The password you assign to the new client keystore.

Note: The client.ks file will be created in the \jre\bin folder.

Example:

[Unknown] :
What i h

iogn Enterpri
plClientd:

Locality?
or Province?

code for this uni

r Software, Inc.™, O ‘wer Software, Inc.

, L=Centreville, S5T=VA,

Step 4:

Create a truststore for the client, and import the broker's certificate. This establishes
that the client "trusts" the broker.

keytool -inport -alias broker -keystore client.ts -file

br oker . cer

-storepass pl Client4321

broker The alias of the broker keystore created in step 1.

client.ts Destination truststore for the client that will be created containing the
broker's certificate.

broker.cer The broker's certificate created in step 2.

plClient4321 The password assigned to the client keystore in step 3.
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Example:

CN=Monika Cuellar, OU="Peer Software, . Inc.”

; L=Centrewville,

2 uncil: Fri Jul 24 1

I

Optional:

List the certificates in the broker keystore.

keytool -list -v -keystore broker. ks -storepass pl Broker4321

Example:

ation Enterpri i inrkeytool -list -v -

yftware, o ‘eer Software, Inc.”, I=Centreville,

Software, Inc.™, O="Peer tware, Inc.", L=Centrewville,

2 until: Fri Jul 24 12

ERE R R R R s
EREE L L L L R LR L R R R R R R R ]

oration Enterp

Verify Client Certificate

If you want to verify client certificates, you need to take a few extra steps.
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Step 1:

Export the client's certificate so it can be shared with broker.

keyt ool -export -alias client -keystore client.ks -file cli-
ent.cer -storepass plCient4321

Note: The client.cer file will be created in the \jre\bin folder.

Example:

Collaboration Enterpr

Step 2:

Create a truststore for the broker, and import the client's certificate. This establishes
that the broker "trusts" the client:

keytool -inport -alias client -keystore broker.ts -file cli-
ent.cer -storepass plBroker4321

Example:

in>keytool -import -alia

re, Inc.", L=Centreville,

Inc.™, O0="Peer Software, Inc.”, L=Centrewville,

Jul 24 12:34:10 ELOT 2020

Optional:

List the certificates in the client keystore.

keytool -list -v -keystore client.ks -storepass plClient4321
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Example:

tion Enter eybtool -list -v -

Secftware, Inc.", L=Centreville,

*eer Software, Inc.”, L=Centrewille,

C:\Program Files\Peer Software\File Collaboration Enterprise)jre)

Copy the generated keystore file into their appropriate loc-
ation

On the Peer Management Center system: Copy the following files from the "C:\Program
Files\Peer Software\Peer Management Hub\jre\bin" directory into the "C:\Program
Files\Peer Software\Peer Management Hub\Broker\keys" directory on the Peer Man-
agement Center system. Overwrite the existing files.

broker.ks
broker.ts

On the Peer Agent system: Copy the following files from the "C:\Program Files\Peer
Software\Peer Management Hub\jre\bin" directory into the "C:\Program Files\Peer
Software\Peer Agent\keys" directory on the Peer Agent systems. Overwrite the existing
files.

client.ks
client.ts

Restart all Peer Management Center services for the
changes to take effect
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Note: We recommend you create a folder outside the Peer Management Center/Peer
Agentinstallation directories in which to store the keystore files. This will ensure that
upgrades will not clear/overwrite these files. The steps outlining this process will be
posted shortly.

2. Filter Expressions

The Peer Management Center provides the ability to filter lists throughout the Peer Manage-
ment Center interface. Filter Expressions can help you quickly find Jobs, Agents, and sort
through summary reports. The search results of your filter will be displayed in the window be-
low the expression.

Basic:

The simplest filter expressions contain words you are looking for. To find all items related to
sales, simply type the word "sales" in the filter expression box. All items from the list that con-
tain the word "sales" in their name, tag names, or tag categories will be displayed and all other
items will be hidden. The agent attribute fields (see attr below) are not included in generic

searches.

Double quotes around the word(s) you are searching for are required if you want an exact word
match or the words contain a space. For example, if you want to search for the words "North
America" the two words must be contained in double quotes. If you want to search for the word
"agent" only without showing "USAgent" or "Agent2015" in results, the word must be con-
tained in double quotes.

Use the Ctrl + Space keyboard shortcut to list all possible filters and predefined labels which
can be selected to refine your search quickly.

Refine:

Use pre-defined labels to specify in which field your filter word should appear. Use the following
format to take advantage of labels in your filter expression: <label>:<search string>. List of
possible labels include:

n
a
m
e
t
a
g
c
a
t
h
0
s
t

List only items which match the string (i.e. name:"Design Data")

Show only items with the word specified in their tag(s) (i.e tag:Americas)

Search for items which have been assigned a specific category (i.e. search
for Jobs that were categorized as Design - cat:Design)

Filter through Jobs and list only those which contain the host in the list of
job participants (i.e. host:WIN12R2A)

Search for the specified string in the following Agent fields: Connection
Status, Operating System, JVM Architecture, and Agent Version (i.e.
attr:x86)
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t
r
f List items which have been assigned a default or user created filter. Default
[ Job filters include Failed Jobs, Jobs with Backlog, and Running Scans.
I Default Agent filters include Connected and Disconnected. (i.e. filter:"Run-
- ning Scans")
t
e
r

Operators:

You can create more sophisticated filters by using operators. Operators allow you to combine
multiple simple expressions into a single, compound expression. Supported operators are:
OR, AND, and NOT. Typing tag:Americas AND sales in the Filter Expression will show only
Agents with the word Americas in their tag(s) AND the word sales in their name, tags, or tag
categories. Parenthesis can be used to build more complex expressions by grouping simple
expressions.

Remove / Clear Filters:
To remowe a filter and show all items in the list, click the pencil icon to the right of the Filter
Expression.

Save and Manage Filters i

Throughout the Peer Management Center interface, you will have the opportunity to save your
Filter Expression by clicking on the Manage, Save, and Load filters button usually located
abowe the Filter Expression field or in the Actions drop-down menu. The Manage, Save, and
Load filters button is available in the Jobs View panel, the Agent Summary view, the and the

Collaboration Summary panel.

Examples:
Show all Agents with the word Sales in their name, tag name, or tag category:
Sales

Show all Agents with a tag that has "North America" in the tag name and "Location" in the tag
category:
cat:Location AND tag:"North America"

This filter will show all Agents with the word Sales in their name, tag name, and tag category
and with a tag that has "North America" in the tag name and "Location" in the tag category.
Sales AND (cat:Location AND tag:"North America")

3. Tags

Tags can be used to categorize resources and customize user's Jobs workspace or perspect-
ive. Examples of resources include Agents, Jobs, and Web Roles. Tagging helps when man-
aging large number of resources.

Step 1: Create Tags and Categories
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Tags and Categories are created globally in the Global Tags Configuration dialog. The
Assign Tags dialog (discussed below) also offers the option to create Tags and Categor-
ies.

Step 2. Assign Tags

During Job Creation
Assign Tags during the creation of a brand new Job from the Tags window of the File Col-
laboration Configuration dialog.

Edit an Existing Job

Tags can be assigned to individual Jobs by right-clicking on the Job, selecting Edit Con-
figuration(s), and navigating to the Tags window of the File Collaboration Configuration
dialog.

Assign Tagsto One or More Resources

¢ To assign Tags to one or more resources, click the Assign Tags button from the Main

View, Job View, or Agent Summary View toolbar

In the Assign Tags dialog, click the Tags radio button

Select the Tag which needs to be assigned to one or more resources

Click the Edit button to the right

From the Unassighed Resources table on the left side, select the Resources that

need to be assigned the selected Tag and click the right-arrow button (Add One) to

move it to the table on the right side (hold down the Shift key on the keyboard when se-

lecting Resources to select more than one)

¢ Click the Save button to commit your changes and close the dialog

¢ Repeat the steps abowe for all the Tags that need to be assigned to one or more Re-
sources

Assign Resources to One or More Tags

e To assign Resources to one or more Tags, click the Assign Tags button from the Main
View, Job View, or Agent Summary View toolbar

¢ In the Assign Tags dialog, click the Resources radio button

¢ On the left hand side, click inside the Resource Name Filter or Type Filter fields and
hit the CTRL + Space keys on the keyboard to list all possible filters and predefined la-
bels which can be selected to refine your search quickly

¢ Select the Resource which needs to be assigned to one or more Tags

¢ Click the Edit button to the right

e From the Unassigned Tags table on the left side, select the Tags that need to be as-
signed the selected Resource and click the right-arrow button (Add one) to mowe it to
the table on the right side (hold down the Shift key on the keyboard when selecting
Tags to select more than one)

¢ Click the Save button to commit your changes and close the dialog

¢ Repeat the steps abowe for all the Resources that need to be assigned to one or more
Tags

Assign Tags to User Roles
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User Roles can be assigned Tags which customize a user's Jobs perspective when they
log in via the Web Interface. For example, in a very large deployment scenario, a user that
is part of the Help Desk role can be assigned Tags which limit their view to only Jobs that
are part of their region. To achiewe this:

Create Tags and Categories as outlined in Step 1 above

Assign Tags to one or more Jobs as outlined in Step 2 above

Go to the User Management screen in the Global Preferences dialog

Select the desired Role to which you wish to assign specific Job Tags

Click the Edit button

In the Tags window, from the Unassigned Tags table on the left side, select the Tags

that need to be assigned the selected Role and click the right-arrow button (Add one) to

move it to the table on the right side (hold down the Shift key on the keyboard when se-

lecting Tags to select more than one)

¢ Click OK to commit your changes and close the dialog and close the Preferences dia-
log

e The user will only see the Jobs which were Tagged in the user's Role

Step 3. Filter Resources Using Tags

To filter Resources using Tags, use the tag label in any filter text field throughout the Peer
Management Center interface.

Filter Jobs

To filter through a large list of Jobs, use the filter field located below the toolbar buttons in
the Job View panel. For more details on how to filter through resources, see FEilter Expres-
sions.

Example:
Show all Jobs with a tag that has "North America" in the tag name and "Location" in
the tag category:
tag:"North America" AND cat:Location

Filter Agents

To filter through a large list of Agents, use the Filter field located below the toolbar buttons
in the Peer Agent Summary View panel. For more details on how to filter through re-

sources, see Filter Expressions.

File Collaboration

The topics in this section provide information on advanced functionality and configuration op-
tions available in File Collaboration.

Topics Include:
e NetApp Configuration
e EMC Configuration
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e Advanced Windows Real-Time Configuration
e Re\it Enhacements

e Scan Manager

e Event Detection

e Lockin

1. NetApp Configuration

Peer Management Center supports the ability to include content from CIFS/SMB shares on
one or more NetApp storage devices within a file collaboration session. These NetApp devices
can be running Data ONTAP 7-Mode or clustered Data ONTAP. In order to work with NetApp
devices, Peer Management Center leverages the FPolicy API built into the NetApp device. For
an in-depth look at how Peer Management Center works with NetApp and the FPolicy system,
please email support@peersoftware.com with a request for more information on NetApp sup-
port.

1.1 Prerequisites and Configuration

Prerequisites

For NetApp 7-Mode environments, the following up to date prerequisites document must be
met in addition to the standard Peer Management Center Environmental Requirements: ht-

tps://kb.peersoftware.com/tb/netapp-7-mode-prerequisites

For NetApp cDOT environments, the following up to date prerequisites document must be met
in addition to the standard Peer Management Center Environmental Requirements: ht-

tps://kb.peersoftware.com/tb/netapp-cdot-prerequisites

Configuration

1. Review the prerequisites above before beginning the installation and configuration process.
2. Follow the general Peer Management Center installation steps that can be found here.

3. Launch the Peer Management Center Client.

Note: Before you can start the Peer Management Center interface/client, the Peer Manage-
ment Center Senice needs to be running. See the installation section for more information.

4. Install your license within the Peer Management Center. For more information, see the li-
censing section. You must contact our sales team to request a license which supports
NetApp. Unless requested, all licenses that are issued do not include NetApp support by
default.

5. Create a new file collaboration job. For more information, \isit the section on creating a job.

6. During the job configuration process, one or more participating hosts must be configured to
interface with NetApp. To do so, view the Participants page of the File Collaboration Config-
uration dialog, and add the desired available host to the job. After the host is added to the
job, enter the UNC path of the appropriate share on the NetApp device to the configured dir-
ectory of the participant that is to act as a FPolicy Sener. Then select NetApp 7-Mode or
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NetApp cDOT as the participant's configured Event Detector. This will depend on the edi-
tion of Data ONTAP that the NetApp is running. The example below shows an FPolicy
Server working with a NetApp 7-Mode device.

@

Participants
General

File Filters

Conflict Resolution
Delta Compression
File Metadata

File Locking
Logging and Alerts
Target Protection
Email Alerts

SMMP Notifications

File Collaboration Configuration

I=m

Participants

Available
Host Computer Description Connection Status ~
QALabTWin03A Windows Detection Connected
OALabTWinDBRZA Windows Detection + SEV Connected
OALabTWinDER2B FPolicy Server - 7-Mode Connected
QALabTWin08R2D FPolicy Server - cDOT 8.3 Connected =
QALabTWinD8x64A Windows Detection Connected
QALabTWin124 Windows Detection Connected
QALab1Win12R2A Windows Detection Connected
QALab1Win12R2B FPolicy Server - 7-Mode Connected
QALabTWin12R2D FPolicy Server - cDOT 8.3 Connected ™

Add Edit Detector Settings Remove

Selected
Host Computer Description Directory Enabled  Event Detector
QALabTWinDBR2C FPolicy Server - cDOT 8.2 WOASYMTwol\OATesting\Revit  Yes Netipp cDOT
OALabTWin12R2C FPelicy Server - cDOT 8.2 WQASYMZwol NQATesting\Revit  Yes NetApp cDOT

oK | ‘ Cancel

7. As a result of the selection, a configuration dialog will be displayed requesting additional
configuration for the FPolicy Senver.

With NetApp 7-Mode devices, you can just press OK and exit the dialog.
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2 MNetApp Options -

MetApp Options for this Job

Filter open events from these users: | | |

Access Event Suppression Time: | -1 =

A ™ represents a required configuration item.

Advanced (Optional) FPolicy Settings for: QGALabTWin(2R2E

Excluded Extenszions:

Include or Exclude Yolumes

® Include ) Exclude

Add Edit Fem

T
m
(=]}

NOTE: Any changes made to these Advanced FPolicy Settings will be be used with every
other session in which this FPolicy Server is connecting with a NetApp Filer.

QK | | Cancel

Some of the advanced optional settings for 7-Mode devices are as follows:

Filter open A comma-separated list of user names to exclude from access event
events from detection. For example, if "USER1" is excluded, any access ewvent
these users activity generated by USER1 will be ignored, e.g. file is opened and
closed.

Access Represents number of seconds an open event will be delayed before
Event Sup- being processed. Used to help reduce the amount of chatter gener-
pression ated by Windows 7 clients when mousing ower files in Windows Ex-
Time plorer. The default vault is -1, which will use a globally set value. A

value of O will allow for dynamic chanages to the amount of time an
open event will be delayed based on the the load of the system.

Excluded Extensions entered here are excluded from event detection on the
Extensions NetApp Filer. Values are comma separated and must not contain any
periods.

FPolicy enables you to restrict a policy to a certain list of file exten-
sions by excluding extensions that need to be screened.
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Note: The maximum length of a file name extension supported for
screening is 260 characters. Screening by extensions is based only
on the characters after the last period (.) in the file name. For ex-
ample, for a file named flel.txt.name.jpg, file access notification
takes place only if a file policy is configured for the jpg extension

Include or List all volumes on the NetApp Filer to exclude or include based on
Exclude selected choice.
Volumes

FPolicy enables you to restrict a policy to a certain list of volumes by
including or excluding wolumes that need to be screened.

Using the include list, you can request notifications for the specified
wlume list. Using the exclude list, you can request notifications for
all wolumes except the specified wlume list. Howewer, by default,
both the include and exclude list are empty.

You can use the question mark (?) or asterisk (*) wildcard characters
to specify the wolume. The question mark (?) wildcard character
stands for a single character. For example, entering vol? in a list of
wlumes that contain wl1, wol2, wI23, woll4, will result in only voll1 and
wI2 being matched.

The asterisk (*) wildcard character stands for any number of charac-
ters that contain the specified string. Entering *test* in a list of
wlumes to exclude from file screening excludes all volumes that con-
tain the string such as test_wol and vol_test.

With NetApp cDOT devices, you must fill in the all non-optional settings shown in the table
below the screenshot.
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] NetApp Options -

MetApp Options for this Job

Filter cpen events from these users: | | |

Access Event Suppression Time: ‘ -1

Advanced FPolicy cDOT Settings for host: QALab1Win08R2C and SVM: QASYMI

Filtered Extensions:

*SVM Username: | vsadmin |
*SVM Password: | sesscceses |
SVM Management P: | |
*Agent IP for SYM Conn.: | 192.168.170.234 |
| |

|

Admin Share Override: |
Disable Share Auto-Detect: [

Additional Shares to Include

| Add || Edit ||Remove|

NOTE: Any changes made to these Advanced FPolicy cDOT Settings will be be used with every
other session in which this FPolicy Server is connecting to the same Storage Virtual Machine.

0K | | Cancel

Filter

open .

events A cgmma—separated ".St..Of user 'rlu?lmes to exclude from access evenﬁ .de-

from tection. For example, |f. USERl is excluded,. any access event activity

these generated by USERL1 will be ignored, e.g. file is opened and closed.

users

Access Represents number of seconds an open event will be delayed before be-

Event ing processed. Used to help reduce the amount of chatter generated by

Suppres- Windows 7 clients when mousing ower files in Windows Explorer. The de-

sion fault vault is -1, which will use a globally set value. A value of 0 will allow

Time for dynamic chanages to the amount of time an open event will be
delayed based on the the load of the system.

SVM The account name of the VSAdmin or similar account on the SVM that

User- has the appropriate access to ONTAPI.
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name

SVM
Pass-
word

The password of the VSAdmin or similar account on the SVM that has
the appropriate access to ONTAPI. This vaule will be encrypted.

SVM
Manage-
ment IP
(op-
tional)

If the primary data LIF for the SVM (whose IP address is registered in

DNS) does not support management calls, please enter the management

IP address of SVM here.

Agent IP
for SVM
Conn.

The IP address over which this Peer Agent will connect to the configured
SVM. This MUST be an IP address.

Filtered
Exten-
sions

A comma separated list of file extensions to exclude (without a leading

)

Admin
Share
Override

Enter the administrative-type share that you created on the cDOT SVM.
In order to take advantage of performance improvements when using this
option, the share must be created at the root of the SVM's namespace
(). Ideally it should be named to something like PMCShare$ to prevent
users from being able to see it.

Disable
Share
Auto-
Detect

Disable the option to auto-detect shares and only use the shares defined

in the Participants screen and the Additional Shares to Include op-
tion below.

Addi-
tional
Shares
to In-
clude

Specify the shares on the SVM that users can use to access the data
that Peer Management Center will be collaborating with. For example, if
Peer Management Center is collaborating on data that resides under the
Departments share with a local namespace path /departments, but
users access data via shares to individual sub folders under the Depart-

ments folder (such as Marketing with a local namespace path of /depart-

ments/marketing and Sales with a local namespace path of /depart-

ments/sales). In this example, the list of shares would be Departments,

Marketing, and Sales.

Starting with v3.5.1, Peer Management Center adds a new performance optimization for
cDOT environments. To take advantage of this new optimization, Admin Share Override,
Disable Share Auto-Detect, and Additional Shares to Include all need to be configured.
For more details and before making any changes, please contact Peer Support.

8. Once all participating hosts are configured with the appropriate NetApp paths and detect-
ors, the file collaboration job may be saved and started.

1.2 Troubleshooting

Troubleshooting
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For an up-to-date list of troubleshooting information, please see https://www.peersoft-
ware.com/resources/tech-briefs. html?view=document&id=68.

2. EMC Configuration

Peer Management Center supports the ability to include content from CIFS/SMB shares on
one or more EMC storage devices within a file collaboration session. These EMC devices can
be running VNXor Isilon.

2.1 Prerequisites and Configuration

Prerequisites:

For EMC VNX/Celerra environments, the following up to date prerequisites document must be
met in addition to the standard Peer Management Center Environmental Requirements:

https://kb.peersoftware.com/tb/emc-wnx-celerra-prerequisites

For EMX silon environments, the following up to date prerequisites document must be met in
addition to the standard Peer Management Center Environmental Requirements

https://kb.peersoftware.com/tb/emc-isilon-prerequisites-for-file-collaboration
CEE Server Configuration Guide:

The following links outline the configuration steps to setting up a CEE Server on which the
PeerLink Agent will be running:

EMC VNX/Celerra CEE Server Configuration Guide
https://kb.peersoftware.com/tb/emc-wnx-celerra-configuration-guide

EMC Isilon CEE Server Configuration Guide
https://kb.peersoftware.com/display/TB/EMC+lsilon+Configuration+Guide

Configuration

1. Review the prerequisites above before beginning the installation and configuration process.
2. Follow the CEE Senver Configuration Guide steps

3. Follow the general Peer Management Center installation steps that can be found here.

4. Launch the Peer Management Center Client.

Note: Before you can start the Peer Management Center interface/client, the Peer Manage-
ment Center Senice needs to be running. See the installation section for more information.

5. Install your license within the Peer Management Center. For more information, see the li-
censing section. You must contact our sales team to request a license which supports
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EMC VNX or Isilon. Unless requested, all licenses that are issued do not include EMC sup-

port by default.

6. Create a new file collaboration job. For more information, \isit the section on creating a job.

7. During the job configuration process, one or more participating hosts must be configured to
interface with EMC. To do so, view the Participants page of the File Collaboration Configur-
ation dialog, and add the desired available host to the job. After the host is added to the
job, enter the UNC path of the appropriate share on the EMC device to the configured dir-
ectory of the participant that is to act as a CEE Server. Then select EMC VNX or EMC Isi-
lon as the participant's configured Event Detector. The example below shows two CEE
Sernvers working with an EMC VNX and an EMC Isilon device.

@

Participants
General

File Filters

Conflict Resolution
Delta Replication
File Metadata

File Locking
Logging and Alerts
Target Protection
Ernail Alerts

SNMP Motifications
Tags

File Collaboration Configuration hid = | = -
Participants
Available
Host Computer Description
CEElsilon4 Bytemetrics CEE System for isilon801c1 (Pa..
Composite2)
DistillerQA1 ByteMeterics FPolicy Server
DistillerQA2 ByteMetrics FPolicy Server
QAI1CEElsilonl Isilon 8.0.1.BETA.0
Selected
Host Computer Description Directory Enabled  Event Detector  Seeding Target
CEElsilon Bytemetrics CEE System f...  Wiisilonc\ifs\MonikaC\QATesting\DataSet  Yes EMC Isilon No
CEEVMX2 EMC VNX Server W2\ cifsT\QATesting\DataSet Yes EMC VNX No
QATCEEIsilon2 Isilon 8.0.1.BETA.D “isilon801d\QATesting'\DataSet Yes EMCISILON No
QALABIWINTZR2F Windows C\Data\DataSet Yes Default No
QALABTWINT2R2G Filter Driver - Mount Points  C\Data\DataSet Yes Default No
QALABTWINTZRZH cDOT Y\gasvmT\vol\QATesting\DataSet Yes MNetApp cDOT No
QALABTWIN1TZR2I 7-Mode ‘\gafiler\wol 1WQATesting\DataSet Yes MetApp 7-Mode  No
oK ‘ | Cancel

8. As a result of the selection, a configuration dialog will be displayed requesting additional
configuration for the CEE and VNX systems.

9. With EMC Ision devices, the following configuration options are available:
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) EMC Isilon Options -

EMC lsilon Opticons for this Job

Filter open events from these users: | | |

Raw Event Logging:

Access Event Suppression Time: | -1 -
Advanced Configuration: |

Advanced Settings for host: CEElsilon and EMC Isilon:(SILONCT

Filtered IP Addresses: | 192.168.169.36 |
Modes: | 192.168.171.41,192.168.171.42,192.168.171.43 |
Cluster IP: | 192.168.171.40 |
Cluster Port: | |
Cluster Username: | admin |
Cluster Password: | T TITITITIIY |
Validate Cluster:

NOTE: Any changes made to these Advanced EMC Settings will be used with every
other session in which this CEE Event Server is connecting with an EMC storage device.

QK | | Cancel
EMC Isilon Options
Filter open A comma-separated list of user name to exclude from access ewvent
events from detection. For example, if "USER1" is excluded, any access event
these users activity generated by USER1 will be ignored, e.g. file is opened and
closed.

Access Represents the number of seconds an open event will be delayed
Event Sup- before being processed. Used to help reduce the amount of chatter
pression generated by Windows 7 clients when mousing over files in Win-
Time dows Explorer. The default value is -1, which will use a global set

value. A value of 0 will allow for dynamic changes to the amount of
time an open event will be delayed based on the load of the sys-

tem.
Raw Event Enables raw event logging for event detection debugging. Technical
Logging support may ask you to enable this feature if you are experiencing
certain issues.
Advanced Advanced settings for Event Detection and logging that will override
Configura- the defaults. Technical support will provide you with a value to put in
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this field if you are experiencing certain issues.

Advanced Settings for EMC lIsilon

Filtered IP Events generated from these IP addresses will be filtered. It is re-

Addresses commended that the IP address of the CEE Server is added to this
list.

Nodes Comma-delimited listed of additional node IP address to query for
open files. These addresses must be accessible from the CEE
Senver where the Agent is running.

Cluster IP The cluster IP address of the Isilon system.

Custer Port

The cluster port number of the Isilon system. Default value is 8080.

Cluster Username used to sign into the Isilon cluster.

Username

Cluster Password used to sign into the Isilon cluster.

Password

Validate If enabled, the Isilon cluster will be validated both on registration and
Cluster periodically by a maintenance thread.

With EMC VNX devices, the following configuration options are available:
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2 EMC VNX Options -

EMC VMNX Options for this Job

Filter cpen events from these users: | |

Access Event Suppression Time: | -1 =

Raw Event Logging:

Advanced Configuration: | |

Advanced Settings for host: CEEVMAZ and EMC WMNXVMNEZ

Filtered IP Addresses: | 192.168.169.195

Control Station |P: | 192.168.171.44

|
|
Control Station Port: | |
|
|

Contraol Station Username: | nasadmin
Control Station Passward: | I
Yalidate Control Station:

NOTE: Any changes made to these Advanced EMC Settings will be used with every
other session in which this CEE Event Server is connecting with an EMC storage device.

0K | | Cancel
EMC VNX Options
Filter open A comma-separated list of user name to exclude from access event
events from detection. For example, if "USER1" is excluded, any access event
these users activity generated by USER1 will be ignored, e.g. file is opened and
closed.

Access Represents the number of seconds an open event will be delayed
Event Sup- before being processed. Used to help reduce the amount of chatter
pression generated by Windows 7 clients when mousing ower files in Win-
Time dows Explorer. The default value is -1, which will use a global set

value. A value of 0 will allow for dynamic changes to the amount of
time an open event will be delayed based on the load of the sys-

tem.
Raw Event Enables raw event logging for event detection debugging. Technical
Logging support may ask you to enable this feature if you are experiencing

certain issues.

Advanced Advanced settings for Event Detection and logging that will override
Configura- the defaults. Technical support will provide you with a value to put in
tion this field if you are experiencing certain issues.
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Advanced Settings for EMC VNX

Filtered IP Events generated from these IP addresses will be filtered. It is re-
commended that the IP address of the CEE Senrver is added to this

Addresses list

Sg,:tfgl Sta- The Control Station IP address of the VNX system.

Control Sta- The Control Station Port number of the VNX system. Default value

tion Port is 443.

Control Sta- Username used to sign into the VNX Control Station.

tion User-

name

Cluster Password used to sign into the VNX Control Station.

Username

Validate If enabled, the VNX Control Station will be validated both on registra-

Control Sta- tion and periodically by a maintenance thread.

tion

10. Once all participating hosts are configured with the appropriate EMC paths and detectors,
the file collaboration job may be saved and started.

3. Advanced Windows Real-time Detection

The real-time detection options available for local Windows file servers can be modified on the
Participants page of the job configuration dialog by selecting one of the participating hosts
configured with the Default event detector in the bottom list, then pressing Edit Detector Set-
tings. The following dialog will appear.

2 Local Detection Options -

Filter cpen events from these users: | | |

Access Event Suppression Time: | -1 -

Follow Mount Points:

QK | | Cancel

Available options are as follows:

Filter A comma-separated list of user account names from which all opens and
open closes will be ignored. Ideal for filtering out events from backup and/or
events
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from archival senices by filtering on the username under which a backup and/or

these archival senice is running.

users

Access Represents number of seconds an open event will be delayed before being

Event processed. Used to help reduce the amount of chatter generated by Win-

Suppres- dows 7 clients when mousing ower files in Windows Explorer. The default

sion vault is -1, which will use a globally set value. A value of 0 will allow for dy-

Time namic chanages to the amount of time an open event will be delayed based
on the the load of the system.

Follow Enables mount point support in Peer Management Center for the selected

Mount Windows file senver.

Points

For details on either Junction Point or Symbolic Link support, please contact support@peer-

software.com.

4. Revit Enhancements

Re\vit Enhancements enable the Expedited Sync Queue for files specified in the Expedited
Sync Queue File List.

&

type filter text

4 File Collaboration

Email Alerts

File Filters
Lecking
Performance

Scan Manager

Licensing

User Management

EMC CEE Cenfigurations

Event Detection
FPolicy 7-Mode Configurations
FPolicy cDOT Configurations

Revit Enhancements
SNMP Motifications

4 General Configuration
Agent Connectivity
Broker Configuration
Tags Configuration

SMTP Ermail Configuration

Preferences ® = I:'-
Revit Enhancements L=l v v
Enable Suggested Revit Settings: [ | Show Advanced Settings|
| oK | | Cancel

Click the Show Advanced Settings button to reveal the recommend settings.

Sync On
Save

Extensions configured here will overwrite the “Sync. On Sawe” values con-
figured in the interface for the Job. In addition, these extensions use the
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Override
File Ex-
tension

delay value in Sync On Save Override Delay setting instead of the delay
value configured in the interface. If no delay value is set, it will default to us-
ing a one second delay. Extensions configured in this list will still be pro-
cessed via “Sync. On Sawe” ewven if they also exist in the user defined non-
collaborative extension list (under the Window > Preferences menu option).
Extensions in the normal “Sync. On Sawe” list that also exist in this list will
not be processed.

Sync On
Save
Override
Delay

The “Sync. On Sawe” delay value in seconds that will only apply to the in-
ternal list of extensions listed in the Sync On Save Override File Exten-
sion field.

Sync
Multi
Host Mod
List

Extensions configured here will not be quarantined if they are modified on
two host simultaneously. The file with the latest modified time stamp will
win.

Target
Sharing
Violation
File Ex-
tensions

This is an option to retry setting the target lock when receiving error code
32 for the specified list of extensions. This may be useful for file types like
.one (OneNote), .nt (Revit), and .dat (associated Reuit files), that don't sus-
tain a handle when the user has the file open.

Add Con-
text Min-
imum Re-
jected
Event
Threshol
d

The number of bulk add files that PeerLink can process immediately before
batching the remainder of the files and process them in a single thread.

Retry
Quarant-
ine File
List

Quarantined files that are in this list will be automatically removed and
flagged as un-synchronized and will be retried every second after a delay
period (delay is configured by “fc.retryQuarantinesDelay”). Any change
event that is detected for the files will trigger a scan of the files where the
newest file will win. This list can contain filenames
(wperms.dat,eperms.dat,requests.dat,deltas.dat,users.dat) or extensions
(*.dat,*.abc).

Exped-
ited Fast
Sync File
List

Access events and transfer events will be expedited for the list of extension
or files in this list.

Exped-
ited Slow
Sync File
List

Access events received for files or extension in this list will be expedited.
Transfers will go through a slow priority queue.

Direct
Target
Write List

List of files to be updated without the use of a temp file. This list can con-
tain filenames (wperms.dat,eperms.dat,requests.dat,deltas.dat,users.dat")
or extensions.
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5. Scan Manager

A number of options are available to tune the way scans are performed for all file collaboration
jobs. These settings are configured on a global level. To view and modify these settings, click on
the Window menu from with the Peer Management Center, and select Preferences. On the left-
hand side of the dialog that pops up, open the tree node titled File Collaboration and select Scan
Manager. The following screen will be displayed.

@

type filter text

Locking

Licensing

4 File Collaboration
Email Alerts
Event Detection
FPolicy 7-Mode Config

FPolicy cDOT Configur: Max Mumber of Scan Threads: | 50 =
File Filters

Performance
SMMP Motifications
Scan Manager

I General Configuration

SMTP Ernail Configuration
User Management

Preferences i -

Scan Manager (=T v

Scan ltem Limit: | 1024 -

Max Per Job Sync Work Queue Count: | 3000 =

Max Murmnber of Concurrent Scans: |4 2

0K | | Cancel

Available options are as follows:

Scan Item The maximum number of file and folder scan results that are returned in

Limit one scan iteration during a job's initial scan. This value is used to con-
strain the amount of memory used when performing initial scans with a
large number of sessions.

Max Sync The maximum number of pending file transfers (as a result of the initial

Work Queue scan) that are queued in memory before pausing the current scan. This

Count value only has an effect on sessions that require a massive amount of
initial synchronization.
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Max Num- The maximum number of threads that can be created for use when
ber of Scan scanning folders and files. This number should be set to at least the
Threads number of jobs that you are running.

Max Num- The maximum number of scan threads that can be actively working at
ber of Con- the same time. This differs from the Max Number of Scan Threads in
current that not all created scan threads can be simultaneously doing work.
Scans

6. Event Detection

A number of options are available to tune the way eventdetection occurs for all file collaboration
jobs. These settings are configured on a global level. To view and modify these settings, click on
the Window menu from with the Peer Management Center, and select Preferences. On the left-

hand side of the dialog that pops up, open the tree node titled File Collaboration and select Event

Detection . The following screen will be displayed.

2

type filter text

4 File Collaboration
Emnail Alerts
Event Detection
FPolicy 7-Mode Config
FPolicy cDOT Configur
File Filters
Locking
Performance
SMMP Metifications
Scan Manager
I» General Configuration
Licensing
SMTP Ernail Configuration
User Management

Preferences

Event Detection =T v
Event Detection Options
Event Buffer Size: | 32768 &
Add Context Delay (Seconds): |12 =
Change Dispatch Cuiet Period (Seconds): | 9 2
Access Polling Delay (Seconds): | 1 =
Debug Mode: [l
Advanced Job Configuration Options: [
Advanced Configuration: |

0K | | Cancel

Available options are as follows:
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Event Buffer The size in bytes of the buffer used to store real-time events. If you re-

Size ceive Buffer Overflow alerts then try doubling the size of this buffer to
65536.

,tb‘;c:(c: gglr;' The number of seconds to wait before scheduling the synchronization of

y a newly created file.

(Seconds)

Change Dis-

patch Quiet The number of seconds to wait after a file is closed before scheduling

Period (Se- the synchronization of the file

conds)

Access

Polling i
The number of seconds between polls of open and closed files.

Delay (Se-

conds)

Debug Enables advanced debug logging and alerts. Technical support may ask

Mode you to enable this feature if you are experiencing certain issues.

Debug . . .

Mode Enables advanced debug logging and alerts with Full Message informa-

w/Eull Mes- tion. Technical support may ask you to enable this feature if you are ex-
periencing certain issues.

sages

Advanced

Job Config- Enables configuration for advanced event detection debugging options in

uration Op- job specific host participant detector configuration user interface.

tions

Advanced Advanced settings for Event Detection and logging that will override the

Configura- job settings. Technical support will provide you with a value to put in this

tion field if you are experiencing certain issues.

7. Locking

An optionis available to mark certain file types as non-collaborative, changing the way locks on
the specified file types are handled. These settings are configured on a global level for all file col-
laboration jobs and are critical for certain file types so that the file collaboration solution is able to
correctly read any part of these files, ensuring any managed database type files are synchronized in
a consistent and usable state. To view and modify these settings, click on the Window menu from
with the Peer Management Center, and select Preferences. On the left-hand side of the dialog that
pops up, open the tree node titled File Collaboration and select Locking. The following screen
will be displayed.
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5] Preferences == -

type filter text Locking =1 - w
4 File Collaboration
Email Alerts Default Mon-Collaborative File Extensions: | exe, pst, dil, sys, dbf, wab, mbx, ost, mdf, if, gbw |

Event Detection
FPolicy T-Mede Config
FPolicy cDOT Configuri
File Filters
Locking
Performance
SNMP Motifications
Scan Manager
I: General Configuration
Licensing
SMTP Email Configuration
User Management

User Defined Non-Collaborative File Extensions: | zip,psd,ai,indd |

< m >
OK | | Cancel
Available options are as follows:

Default Non- The default, non-editable, comma separated list of file extensions of
Collaborative non-collaborative file types (e.g. database files, etc.). Write access to
File Exten- source files of these types will be denied while the files are being syn-
sions chronized.
User Defined An editable, comma separated list of file extensions of non-collaborat-
Non-Collabor- ive file types (e.g. database files, etc.). Write access to source files of
ative File Ex- these types will be denied while the files are being synchronized.
tensions

Creating a File Synchronization Job

The topics in this section provide some basic information about creating and editing File Syn-
chronization Jobs.

Integrating Existing file synchronization instances
To integrate existing file synchronization instances in the Peer Management Center follow the

Step-by-Step instructions.

Creating and Deploying New file synchronization instances
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To create a new job and deploy the PeerSync installation to one or more hosts, click the
Create New button in toolbar of the Peer Management Center, or you can select the New
menu item from the File menu. A list of all installed Peerlet types will be displayed. Selecting
the <%FS> option will open the File Synchronization Configuration dialog. Go to the Step-by-
Step instructions for more information.

When configuring Alerts you will want to configure global settings like SMTP configuration,
which is specific to the Peer Management Center. Details on what and how to configure these
global options can be found in the Global Configuration section.

o Global Configuration

You can edit an existing job's Alert and logging by selecting one or more jobs in the Job View,
right-clicking, and selecting Edit Configuration(s). The Peer Management Center now has
support for editing multiple jobs at once.

To edit the file synchronization PeerSync configuration right-click on the job in the Job View
and select Edit Configuration. From the file synchronization Configuration screen select the
Associated Profile Node from the left. For Step-by-Step go to Managing File Synchronization
Jobs

o Integrating existing PeerSync instances
o Deploying New PeerSync Instances
e Global Configuration

Global Configuration

Before configuring the individual aspects of a File Synchronization Session, we firstrecommend
pre-configuring a number of global options thatcan be applied towards all File Collaboration Ses-
sion.

The following configuration items are notalways required, but highly recommended:
¢ SMTP Email Configuration
e Global Email Alerts

1. SMTP Email Configuration

Before the Peer Management Center can send emails on behalf of any file collaboration job, a
few key SMTP settings must be configured. To set these values, click on the Window menu
from with the Peer Management Center, and select Preferences. Within the dialog that pops
up, select SMTP Email Configuration on the left-hand side of the dialog. The following
screen will be displayed.
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0] Preferences @ | == -

type filter text SMTP Email Configuration =g v v

File Synchrenization _ ] _
b General Configuration SMTP Email Cenfiguration
Licensing SMTP Host: | smtp.office365.com |
SMTP Email Configuration

User Management SMTP Port: | 387 o
Encryption:
Encryption Type: |TLS v|
Username: | monikac@bytemetrics.com |
Password: | TTTTTTTTYS |
Sender Email: | monikac@bytemetrics.com |

Use Recommended Office365 Settings:

Test Email Settings

oK | | Cancel
SMTP Host The host name or IP address of the SMTP mail server through which
(required) the Peer Management Center will send emails.
SMTP Port TCP/IP connection port (default is 25 and 465 for encryption) on which

the mail server is hosting the SMTP senice. It is recommended that
you leave the default setting unless your email provider specifies other-

wise.
Encryption Check this box if the SMTP mail server requires an encrypted connec-
tion.
Encryption If encryption is enabled, an encryption method must be selected. TLS
Type and SSL are the available options. If you do not know which one your

mail sener requires, try one then the other.

User The username to authenticate as on the SMTP mail server (optional).
Password The password of the username specified above (optional).

Sender The email address that will appear in the From field of any sent emails.
Email (re- This email address sometimes needs to have a valid account on the
quired) SMTP mail sener.

Use Recom- ] ) ) .

mended Of- Enable this checkbox if you are connecting to an Office365 SMTP

sener to use recommended settings for the connection. Follow Mi-
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fice365 Set- crosoft's Direct Send recommendations to setup Email configuration

tings with an Office365 SMTP sener.

It is highly recommended that you test your SMTP settings before saving them. To do so, click
on the Test Email Settings button. You will be prompted for an email address to send the test
message to. Upon submission, the Peer Management Center will attempt to send a test mes-
sage using the specified settings.

2. Global Email Alerts

Overview

The Peer Management Center supports the concept of "Email Alert Configurations" where a single
configuration (consisting of a unique name, a selection of alert types along with a list of email ad-

dresses) can be applied to multiple file synchronization jobs without requiring repeat entry for each
job. When an Email Alert configuration is applied to a job, an email will be sent to all listed recipi-
ents anytime a selected alert type is triggered by that job.

To mange these configurations right click on any file synchronization job from the Jobs' View and
select the Email Alerts node from the Monitoring node. Click on Edit PeerSync Email Alerts. The
following screen represents the list of defined Email Alert configurations, along with buttons to add
new ones and edit, copy and remove existing ones.

& Preferences @ == -

type filter text PeerSync Email Alerts - -

4

PeerSync Email Alerts

Edit SMTP Email Configurati
SMTP Email Configuration ' e

Mame Cenfigured Alerts Recipients

Email Alert Configuration Session Abort, Failed Even...  admin@company.com
Edit

Copy

Remove

-3
o

| oK | | Cancel

Upon adding or editing an Email Alert configuration, the following dialog is displayed:

Copyright (c) 1993-2018 Peer Software, Inc. All Rights Reserved



Peer Management Center Help 131

2 Email Alert Configuration -

Configuration Mame: | Help Desk Email Alert Configuration |

Alert Types
[+] Session Abort [« Failed Events  [w] Host Failure  [] Failed State

Recipients

HelpDesk@Company.com

Add

m
]
m
=]
m

| 0K | | Cancel

Within this dialog, you can selectspecific alerttriggers on which an email will be generated and
configure the listof email recipients of the aleri(s). Alerttypes are defined below.

Alert Types
Session Enables sending an alert when a session is aborted because of lack of quorum
Abort due to one or more failed host agents.
Failed Enables sending an alert when a failed event is received from the PeerSync ma-
Events chine.

. Enables sending an alert when a host agent timeout occurs or a PeerSync ser-
Host Failure | =~ .
vice timeout occurs.

Failed State | Enables sending an alert when the state of the File Synchronization machine
changes from Active to "Failed State" indicating that either a failed scan or
failed event was detected in the latest set of synchronization stats.
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Integrating existing PeerSync instances

The topics in this section provide some basic information on how to integrate existing Peer-
Sync instances within the Peer Management Center.

e Requirements
e How to Integrate Existing PeerSync Instances

1. Requirements

e PeerSync has to be installed as a Senice and running version 9.3.0 or newer
e Peer Agent has to be installed on the PeerSync machine and connected to the Peer Man-
agement Center

2. How To

1. Modify the PeerSync Profile
¢ Open the Profile on the PeerSync machine with the PeerSync Profiler
e Add argument /LZT Al in Options/Command section
e Sawe the Profile
¢ Restart the PeerSync Senice

1. Install the Peer Agent
2. Start the Peer Agent

Once the Peer Agent is started and connected to the Peer Management Center, PeerSync will
be auto detected and a Peer Management Center file synchronization job will be generated
with the name of the machine.

Optionally you can Edit the Job and add E-Mail Alerts and save and restart File Synchroniza-
tion job for changes to take effect.

Deploying New PeerSync Instances

The topics in this section provide some basic information on how to integrate existing Peer-
Sync instances within the Peer Management Center.

e Requirements
e How To

1. Requirements

o Peer Agent has to be installed on the machine where PeerSync will be deployed to.
e |t is recommended to run the Agent under a domain admin account or account with enough
rights to modify registry and senice configuration.

2. How To

The topics in this section provide step-by-step instructions on how to create and deploy new
file synchronization instances of PeerSync software.
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e Stepl - General Information

e Step2 - PeerSync Profile

e Step3 - Jobs Configuration List
e Step4 - Installation Settings

2.1 Step 1 - General Information

Create a new file synchronization job by clicking on the Create New button in the toolbar of the

Peer Management Center, or by selecting the New menu item from the File menu. A drop

down list of all installed Peerlet types will be displayed. Selecting the file synchronization op-

tion will open the file synchronization Configuration dialog.

The first page of configuration will be for General Information such as Host Participants and Job

name tag.

1 of 4 - General Information

Generic information on this Peerdync configuratio
Job Hame
Tag
e

MName: [COMPUTERMAME] - | EMEL,_Region

Arvailable

Host Cormputer Description
Winl2x6da
Add Remove
Selected
Host Computer Description

(] File Synchronization Configuration [= [ o S|

< Back | Mext = | | Finish | | Cancel

1. The Job name will default to the computer name of the host participant. If you wish to group

your computers you can optionally add a name tag in the text box next to the job name (i.e.
East Coast, EMEA, Region2 etc.). This will help in filtering machines by their given tag.
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2. A list of all available hosts that have not yet been configured with a PeerSync installation,
will appear in the Available table on the top of the page. Available hosts are any host with a
Peer Agent installed that has successfully connected to the configured Peer Management
Center Broker. The name that will be displayed is the computer name of the senver that the
Peer Agent is running on. If a particular host is not displayed in the list then try restarting the
Peer Agent Windows Senice on that host, and if it successfully connects to the Peer Manage-
ment Center Broker, then the list will be updated with the computer name of that host.

NOTE: Computer Description is defined through Windows on a per-computer basis.

3. Select one or more hosts from the Available table and click on the Add button to add the
hosts to the Selected table. These are the hosts you wish to deploy the PeerSync configura-
tion and installation to.

2.2 Step 2 - PeerSync Profile

In the second screen choose a pre-configured profile from the available tem-
plates, or Browse to load a PeerSync profile you may have configured through the
PeerSync Profiler and saved as a .snc file on this system.

You may also choose to start from scratch by choosing "Other" from the drop
down menu.

Enter/Update the Profile Description and Performance Options.
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] File Synchronization Configuration == -
2 of 4- PeerSync profile
Profile Configuration
Pre-Defined Profile v | Erounse |
Backup.snc
Migration,snc
Profile Description ’h |
Performance Options
Maximum number of lob Threads | [ |
Maxirnurn nurnber of Copy Threads | 10 |
< Back ” Mext > | | Finish | | Cancel

Pro-
file
De-
SCri
ption

A textual description of the current Profile

Max-
imu

num-
ber
of
Job
Thre
ads

Maximum number of Job scans that can run parallel to one an-
other

Max-
imu

num-
ber
of

Maximum number of events that can be processed parallel to
one another
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Pro-
file
De- A textual description of the current Profile
SCri
ption

Copy
Thre

ads

2.3 Step 3 - Jobs Configuration List

In this screen modify the loaded PeerSync Jobs and/or Add new Jobs by clicking
on the Add or Edit Button to the right of the view.

(] File Synchronization Configuration I;Ii-

3 of 4 - Jobs Configuration List

lobs Configuration

Configure/Review hackup jobs below

Add
Filter by: ‘ v| | | Include Disabled Jabs
Edit
Mame # Source Target Type
[=] Data Backup 1 cihysource \WBackupServer\Sharel,.,  Real Time Backup Copy
Rermove
‘ < Back ” Mext = | | Finish ‘ ‘ Cancel

More information can be found in the Edit/Configure Jobs section of this Help Manual.

2.4 Step 4 - Installation Settings
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In the last section of the File Synchronization Configuration wizard enter the In-
stallation Settings for this PeerSync instance.

[} File Synchronization Configuration I;Ii-

4 of 4 - Installation Settings

Rernote Installation Settings

Pre-Defined Settings |EastCoast v| Mame | EMES |

Installation Path | %PrograrmFiles3e\Peer Software'PeerSync |

Existing Exe |peersync93-9 311007 exe v| | Brouvse ‘

Irmported Exe Version: v8.3.1.1007 [C\Program Files (x88)\Peer SoftwareiPeer Managernent Hub\Hub'warkspacehpeersyncitemplateshexesipeersyncd3-9.3_1_1000

License
User Narne | Peer Software | Cornpany | Peer Software |
Options | | Passward | |
Service

Logon User | bytermetrics\admindanielad |

Password | CITTTT T TY |

Mext » Finish ‘ ‘ Cancel

A list of previously used Installation Settings with the Name given

Pre- at the time of use.

Defi

ned PLEASE NOTE: If the installation settings have the same path,
Set- service user name, license password and installation exe a new
tings Installation record will not be created, regardless if a new Name

has been given to the Installation Settings.

In- Path where PeerSync will be installed. When using the %Pro-
stall- gramFiles% variable, PeerSync will install in the x86 Program
ation Files directory for 64bit systems, otherwise it will install in the
Path Program Files base directory.

Ex- A list of PeerSync Executables available in the template folder or
ist- used in a past installation. This is the PeerSync executable that
ing will be used to install PeerSync

Exe
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A list of previously used Installation Settings with the Name given
Pre- at the time of use.
Defi
ned PLEASE NOTE: If the installation settings have the same path,
Set- service user hame, license password and installation exe a new
tings Installation record will not be created, regardless if a new Name
has been given to the Installation Settings.
Li- License information provided by Peer Software. Cut and Paste
cens the User Name section in this field
e
User
Nam
e
Li- License information provided by Peer Software. Cut and Paste
cens the Company section in this field
e
Co
m_
pany
Li- License information provided by Peer Software. Cut and Paste
cens the Options section in this field
e
Op-
tions
Li- License information provided by Peer Software. Cut and Paste
cens the Password section in this field
e
Pas
S_
word
Ser- This is the Senice account User Id used to run the PeerSync
vice Senice (DOMAIN\USER). Please Note: This account has to be
Lo- valid on all included participants for this File Synchronization
gon Configuration.
User
*
Ser- PeerSync Windows Senice account Password
vice
Pas
s-
word

*Please Note: When using a service account that has not been granted to run as a service
on the machine, PeerSync will fail to start return the following Global Alert to the PMC. This will
indicate that PeerSync could not start and you will have to logon to that machine and confirm
the credentials to grant access to that account to run as a service.
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Locally Generated at: | 00-30-2015 13:08:52

Hub Alert Details [~]
Received at: | 09-30-2015 13:08:52 |
Severity | Warning |
Cateqory: | Global Resource |
Host Marme: | Feer Managerment Center |

|
|

Marne: | Process PeerSyncBvent

peonn Last Bvent=PeerSyncBvent [host=Yin12x6da,
eventType=3ERWICE_CHD, description=The service did
not start due to a logon failure,, exception=null,
errorCode=0, coordinationld=null, eventld=66,
properties = {1] : The service did not start due to a logon
failure,

bessage:

Click outside of popup to close

Once the Configuration Settings have completed hit Finish and the installation con-
figuration will be sent to the selected Participants.
A File Synchronization Job will be auto created for each Participant and set to be in
a 'Pending Installation’ state. Once the installation completes and PeerSync reports
to the PMC the state will change to Running/Active.

3 Synchranization Summary &

Runtime Summary View (auta-update enabled)

Filter by: | vl| Actions = ¥ Enable Auts
Name Overall Status Backup Status  Failed Scans  Failed Events  Messages Pending Events Pending Retries  Checked Updated
Compositeda[East_Coast] @ PeerSync Service Not Avail.. N/
DDWin12R2a[EastCoast] @ Running Hormal o 0 0 No Pending tems 0 5738 5380
DDWin12R2H[WestCoast] O Running - Failed State Target Folders .. 1 3 8 No Pending tems 0 258 o
VIMSRV200832]Asiz] O Stopped [Pending Installat.,  N/&
Win12x643[EMEA_Region] @ Running Hormal o 0 0 N Pending tems 0 26880 o
-] Install PeerSync = |[E]] 2
‘.6.‘ Scheduling PeerSync Operation Task
]
[ Abways rur in backgraund
Run in Background| | Cancel | [ Details »»

Logging and Alerts

Use the below screen to enable or disable Logging and Alerts, including specifying
event types to log.
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<

4 Manitoring
Logging and &lerts
Ernail Alerts

File Synchronization Configuration [DDWin12R260]

Logging and Alerts

_I:I-

Enabled:
4 Associated Profile
labs Sewverity: |A|I v|
N Gl_obaIdSiettmlgl;s. et Thoes
t tallat
sspeated instafiation [ Stats Update Profile Update Profile Distribution

PeerSync Service Start PeerSync Service Stop Failed Events Reprocess
[w] Restart Detected
Alerts

Sewerity! [WARMING  w

| (8]4 | | Cancel

Stats Update

Log when PeerSync Stats are received (This could generate large amount
of Log Entries)

Profile Up- Log whenever the PeerSync Profile configuration is updated

date

Profile Distri- | Log when the PeerSync Profile is distributed to one or more hosts
bution

PeerSync Log when a user initiates a PeerSync Senvice Start

Service Start

PeerSync
Service Stop

Log when a user initiates a PeerSync Senice Stop

Failed Events
Reprocess

Log when a user initiates a Failed Event Reprocess

Restart Detec-
ted

Log when PMC detects that the PeerSync senice has been restarted by
comparing known Session Id with received one

Email Alerts

Email Alerts
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Email Alerts configuration is available by selecting Email Alerts from the tree node within the
File Synchronization Configuration dialog.

Email Alerts are configured at a global level, then applied to individual file synchronization jobs.
The following screen shows how this is accomplished.

oo File Synchronization Configuration [CEElsilon1] M
4 Monitoring Email Alerts
Legging and Alerts
Erail Alerts Edit PeerSync Email Alerts
4 Associated Profile
Jobs Email Alert Configuration: | Help Desk Email Alert Cenfiguration v
Global Settings Selected Email Alert Information
Tags

Email Alert Configuration Name:
Help Desk Email Alert Configuration

Selected Alerts:
Session Abort, Failed Events, Host Timeout, Failed State

Recipients:
HelpDesk@Company.com

QK | | Cancel

To enable Email Alerts for this particular job, select an Email Alert Configuration from the drop
down list. To disable, select None - Disabled. To edit the list of available configurations, se-
lect Edit PeerSync Email Alerts.

Running and Managing a File Synchronization Job

This section includes topics for managing your File Synchronization Jobs.

e Starting and Stoppin

e Synchronization Summal

e Synchronization Dashboard View
e PeerSync Profile Management

e PeerSync Senice Management
e Runtime Job Views

e Upgrade/Reprocess Installation
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Starting and Stopping

Starting a <%FS_JOB_UC%>

Starting the Job simply means starting the File Synchronization monitoring/management in-
stance.

The job is auto started as soon as the Agent connects to the Peer Management Center, nor-
mally you will not need to manually start the job.

Press the Start button to begin the synchronization session.
Stopping a <%FS_JOB_UC%>

You can stop a file synchronization job at any time by pressing the Stop button. Doing this will
shutdown the monitoring of the specific PeerSync host(s).

Please Note: If the job is stopped and the participating host is still running an instance of the
PeerSync software, the job will auto start the next time that host agent is restarted or a Re-
connect is detected.

L Jobs Gm*~~= 0O
type filter text

4 % File Synchronization (5)
2 Compositeda[East_Coast]
@ DDWinl2R2a[EastCoast]

2 DDt Open
E‘} "”'IM Openin Mew Tah
® i D |Start
[  Stop
¥ Delete
& | Edit Configuration(s)

Synchronization Summary

The Synchronization Summary is a view that aggregates critical status and statistical informa-
tion from all configured <%FS_JOB_UC%>s in a single table view. It is automatically displayed
when the Peer Management Center client is started and can be opened at any other time by
double-clicking on the File Synchronization parent tree node in the Job's View or by clicking
on the View Runtime Summary icon in the toolbar of the Jobs View. Information in this view
can be sorted and filtered. Operations such as starting, stopping, and editing multiple job at
once are available, in addition to the ability to clear Monitoring Alerts, Start PeerSync, Stop
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PeerSync, Reprocess Failed Events, Request Support Info File and Reprocess/Upgrade In-
stallation.

(3 Synchronization Summary 53 = 8
Runtime Surnmmary View (auto-update enabled)
Filter by: ‘ v| ‘ | Actians ~ Enable Auto-Update | Refresh | 10 : seconds
Mame Owerall Status Backup Status Failed Scans Failed Events Messages Pending Events  Pending Retries  Checked
Compuositeda 2 Running - Failed State  Target Falderi., 1 o Q Mo Pending Ik, @ Q
DDWinl12RZa[East., @ PeerSync Service Mo,  Mormal 0 0 Q Mo Pending Ik, 0 484
DDWin12RZb[Wes... @ Running Marmal 0 o ? Mo Pending k.. 0 2095
< m ?

Unlike other views within the Peer Management Center, the Collaboration Summary View is
not updated in real-time. This is done for performance reasons. Instead, the table can be set to
automatically update itself every few seconds. Checking Enable Auto-Update will enable this
functionality, while the refresh interval (in seconds) can be set right beside the checkbox. Addi-
tional columns can be added to and removed from the table from the right-click context menu.

Double-clicking on any item in the table will automatically open the selected <%FS_JOB_UC
%> in a tab within the Runtime Summary View, allowing you to drill down and view specific in-
formation about that single job. Items in the summary table can be filtered by job name, overall
status, activity state and host participant name.

Selecting one or more items in the table, then right-clicking will bring up a context menu of
available actions that can be performed on the selected jobs. The actions that are unique to
this table are as follows:

Clea
E
Mon-
itor-
ing
Alert
S

Clears all monitoring alerts for the selected jobs. This can be per-
formed while a job is running.

PeerSync multi-Job global actions:
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Clea
r
Mon-
itor-
ing
Alert
s

Clears all monitoring alerts for the selected jobs. This can be per-
formed while a job is running.

{3 Synchronization Summary 2

Runtirme Summary YWiew (auto-update enabled)

Filter by | Refresh Wiew

Mame

Enable Auto-Update

".!Cnmpu:usite-’-la[lf Show Details

Caopy Details
DOYYin12R2 by
VMSRY2008¢3] | OPen
Wein12x6da[EM Open in Mew Tab
2  Start Maonitaring
[H | Stop Monitoring
Edit Configuration(s)
Clear Monitaring Alerts
kI Stark PeerSync
= | Stop PeerSync
@ | Reprocess Failed Bvents
-7 | Request Support Info File
Feprocess/Upgrade Installation
Start Send a Start command to the PeerSync senice instance running
Pee on the selected jobs' participant. This can be performed while the
r- associated File Synchronization Job is running.
Sync
Stop Send a Stop command to the PeerSync senice instance running
Pee on the selected jobs' participant. This can be performed while the
r- associated File Synchronization Job is running.
Sync
Re- Send a Reprocess Failed Events command to the PeerSync in-
pro- stance running on the selected jobs' participant. This can be per-
cess formed while the associated File Synchronization Job is running.
Faile
d
Even
ts
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Clea
r
Mon-
itor-
ing
Alert
s

Clears all monitoring alerts for the selected jobs. This can be per-
formed while a job is running.

Req
uest
Sup-
port
Info
File

Send a request to collect the Support info File from the Peer-
Sync instance running on the selected jobs' participant. This can
be performed while the associated File Synchronization Job is
running.

Re-

pro-
cess/
Up-

grad
e In-
stall-
ation

Deploy an upgrade or reprocess an existing installation for the
selected File Synchronization Job(s).Upgrade/Reprocess Install-
ation

Clicking on the Actions table menu provides the following options:

Re-
fresh
View

Refresh all information provided in the table.

Copy
All

Filte
red
Stat-
ist-
ics

Copy detailed information to the system clipboard for all items
current displayed in the table, taking any filters into account.
This information can then be pasted into a document editor.

Ex-
port
Entir

Tabl
e to
File

Dump the entire contents of the table to a text file that can be
viewed in any document editor.

Synchronization Dashboard View

The File Synchronization Dashboard Summary View is a panel that displays metrics and

key performance indicators from all running File Synchronization Jobs. It is automatically dis-

played when the Peer Management Center client is started and can be opened at any other
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time by selecting View Dashboard from the Windows menu or by clicking on the View Dash-
board icon in the Peer Management Center toolbar.

3 Synchronization Summary € Dashboard &3 = 0

Dashboard Summary View
[ Auto-Update | Refresh | 10 -5 seconds

Synchrenization Summary View

~ File Synchronization

‘2 3 PeerSync Monitoring Not Running! Active Synchronization Statistics
Not Running o Failed Scans: 0 Updated: 0 (0 bytes)
Running in a Failed State o Failed Events: 0 Added: 0 {0 bytes)
Not in a Synchronized State 0 Messages: 0 Deleted: 0 {0 bytes)
Ina Current State o Pending Events: 0 Bytes Transferred: 0 bytes
PeerSync Monitoring Not Running 3 Pending Retries: 0

Agent Summary View

~ Agents
@ All Connected Top Connectivity Offenders
Disconnected 0
Connected 12
Needing Upgrade o

The Dashboard is not updated in real-time. This is done for performance reasons. Instead, the
table can be set to automatically update itself every few seconds. Enabling the Auto-Update
option will enable this functionality, while the Refresh interval (in seconds) can be set right be-
side the checkbox.

Entries in the first column of the File Synchronization Job and Agents categories can be
double-clicked, which will take the user to a filtered Runtime View of the selected item for addi-
tional details.

PeerSync Profile Management

The topics in this section provide some basic information on PeerSync Profile Management

e Update the Profile Configuration

o Import Existing Profile
e Distribute Profile

1. Update the Profile Configuration

This topic cowers information on how to update a PeerSync profile from the Peer Management
Center

We recommend if using the Peer Management Center to manage the PeerSync instances, to
make changes through the Peer Management Center. If changes are made directly on the
PeerSync machine, they should be imported in the Peer Management Center job manually to
keep the Peer Management Center PeerSync Configuration in sync.

How to update a PeerSync Profile through the Peer Management Center
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From the Synchronization Summary runtime view (Double click the File Synchronization
jobs node from the left) right click the machine you wish to modify the profile for and choose
Edit Configuration(s). Alternately you can right click on the machine job from the left menu
under the File Synchronization node and choose Edit Configuration(s).

e You can update the Profile by Importing an updated Profile through the Import button in As-
sociated Profile screen, or manually update the configuration through Jobs and/or Global
Settings section.

o If you wish to update the profile outside of the Peer Management Center, Export the existing
configuration using the Export button in Associated Profile Screen. Make your changes
through the PeerSync Profiler and Import the updated Profile back in the Hub through the Im-
port button.

o After having made your entire configuration changes either through the Hub or by importing

the updated Profile, choose OK and close the Edit Configuration screen.

Your configuration changes will not reach the PeerSync machine until they are dis-
tributed. The updated profile will become active on the machine after the PeerSync senice
has been restarted.

e Import Existing Profile
e Edit/Configure Jobs

e Edit Global Settings
e Distribute Profile

1.1 Import Existing Profile

In the Associated Profile section of the File Synchronization Configuration screen
you can update the configured profile with one you have saved and configured
outside of the PMC.

PLEASE NOTE: if making changes outside of the PMC it is recommended to Export
the profile from the PMC (by clicking on the Export button), making necessary
changes outside of the PMC, and finally Import the profile back into the PMC.

Simply click on the Import button on the right of the screen to import the profile.
To propagate this new updated profile, close the File Synchronization screen, re-
open it and distribute to the PeerSync host through the Distribute button.
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4 Maonitoring
Logging and Alerts
Ernail flerts
4 Associated Profile
Jobs
Global Settings
Associated Installation

2 File Synchronization Configuration [DEWin12R2a] == -

Associated Profile

;
Description: Backup |
File Marre: DDWWin12R2a.snc
Last Updated On: | Aug 24, 2015 10:47:38 PR
Current State: Active

Total number of jobs configured in this profile is 1

o] 4 | | Cancel

1.2 Edit/Configure Jobs

From the Jobs View in the F

ile Synchronization Configuration screen, you can

make several configuration changes:

e Add New Job
o Edit Existing Job
e Enable/Disable Job

e Copy Job
¢ Remove Job
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[} File Synchronization Configuration [DDWin12R2a] \;Ii-
4 Maonitoring Jobs
Logging and Alerts
Ernail Alerts Configured PeerSync Jobs Add
4 Bssociated Profile Filker by | vl] | Mlinclude Disabled Jobs
Jobs Edit
Global Settings Mame # Source Target Type
Associated Installation [=] Data Backup 1 cihsource cittarget Real Time Backup Copy
Remowe
oK ‘ ‘ Cancel
Add New Job

To Add a new Job simply click on the Add button on the right of the Jobs view and select one
of the job types available from the drop down list below.

<] PeerSync Jlob Configuration - Type selection -

Zelect a configuration type.

| v

Windows COP

Windows COP - TCP Target

Windows Real-Time Bi-directional
Metdpp 7-Mode COP

Metdpp 7-Mode Real-Tirme Bi-directional
Metdpp cDOT COP

Metfpp cDOT Real-Time Bi-directional

Apnply | | Cancel

Once a Job type has been selected click Apply and go through the PeerSync Job Configura-
tion wizard screens to complete the Job configuration and add the Job to the profile.

Edit Existing Job

To edit an existing Job, select the Job from the Jobs View and click on the Edit button on the
right. The PeerSync Job Properties screen will open with all available settings grouped by cat-
egory in a left menu tree.
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] PeerSync lob Properties -
General General
Folder Selection
Atornation
4 File Options

lob Mame | Data Backup

Managed Files
ByteReplicator
Rewvisioning

Miscellaneous

Exceptions

(0] | | Cancel

Enable/Disable Job

To Enable or Disable a Job, click on the Checkbox to the left of the Job Name in the Jobs
View.

PLEASE NOTE: To sawe these changes it is important to click OK on the bottom right of the
File Synchronization Configuration screen.

Copy Job

You can copy an existing Job by selecting the Job from the Jobs View and clicking on the
Copy button on the right. The PeerSync Job Properties screen will open allow you to make
changes to the copied Job.

PLEASE NOTE: You have to make at least one change to the Job settings. If the Job remains
identical once the OK button is clicked, it will not be saved.

Remove Job
To remowve Jobs from the PeerSync Configuration, select one Job from the Jobs view and click
on the Remove button on the right. Repeat this for any additional Job you wish to remowe.

1.3 Edit Global Settings

In the Global Settings of the File Synchronization Configuration screen, you can
make changes to settings that apply to all PeerSync Jobs within the profile.
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2]

4 Maonitoring
Logging and Alerts
Ernail Alerts
4 Associated Profile
Jobs
Global Settings
Associated Installation

File Synchronization Configuration [DDWin12R2a]
Global Settings

Recovery Options
Retry openfinaccessible files | 1

Retry Failed Connection every | 1

Performance Options

|t\mes

B

| minutes

Maximum number of Job Threads | 5

Maximum number of File Threads | 10

Use Enhanced Event Processing

Reconnect Options ‘ Run a Scan on reconect

Application Priority Selection ‘ Mormal

0K ‘ ‘ Cancel

Re-
cov-
ery
Op-
tions

These changes will update how we retry failed or inaccessible
files as well as the interval in which we retry Failed Connections

Per-
for
m_
ance
Op-
tions

These settings allow you to change the maximum number of Job
scans that can run parallel to one another and the maximum
number of events that can be processed parallel to one another

Re-
con-
nect
Op-
tions

This setting allows you to choose how PeerSync handles a re-
established connection. Options are to Run a Scan on Recon-
nect or Store missed events and process on reconnect

Ap-
plic-
ation
Pri-
ority
Sele
ction

This setting enables to select the level of Priority you want Peer-
Sync to hawe

1.4 Distribute Profile

This topic cowers information on how to distribute changes to the PeerSync profile from the
Peer Management Center

To distribute the PeerSync profile changes, right-click on the file synchronization job from the
Job View and click on Edit Configuration.
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In the file synchronization Configuration screen click on the Associated Profile node and click
on the Distribute button.

In the event that one or more of your jobs are configured to use a ByteReplicator Relay Senver
(usually used in NetApp source environments) the Distribute Profile process will also distribute
your relay Senver configurations by compiling all unique target Hosts and relay servers into a
'Y%profilename%%.pls' file. This file will be distributed to the PeerSync machine along side the
profile.

Please Note: This action will distribute the profile to the machine and attempt to Stop
and Start PeerSync Service to commit those changes. If you do not wish to restart
PeerSync service, wait to distribute the profile until you are ready to have the service

restart.
(<] File Synchronization Configuration [DDWin12R2a] ===
4 Monitoring Associated Profile
Logging and Alerts
Ernail Alerts
f 1 Expart
4 Assjoc:ted Profile Description: Backup |
obs
I rt
Global Settings File Marne: DDWin12RZa.snc
Associated Installation Last Updated On: | Auq 24, 2015 10:47:38 P

Current State; Hctive

Overwrite PeerSync profile with the currently configured profile |

Total numbel This action will distribute the current configured profile to the host(s).

Aireyou sure youswant to overwrite the running Profile?

0K | | Cancel

PeerSync Service Management

The following PeerSync senice management actions are available from the Synchronization
Summary and the Summary View for a specific File Synchronization Job.

Starting the PeerSync Service

To Start the PeerSync senice associated with any file synchronization job right click on the
view and choose Start PeerSync.

Stopping the PeerSync Service

To Stop the PeerSync senice associated with any file synchronization job right click on the
view and choose Stop PeerSync.

PLEASE NOTE: The associated file synchronization job has to be running in order to
successfully perform this action.
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3 Synchronization Summany 2

Funtime Summary YWiew (auto-update enabled)
Filker by: w0 Refresh Wiews

Marre Enable Auto-Update

Cornpaositedalk Showy Details

......................................... ':':'F'}" DEtailS
DDYYind 2R2b[Y

VSR 2 00832 Open
Wfin12x6da[Eb Operin Mew Tab

Start Monitoring
Stop Monitoring

Edit Configuration(s)
Clear Monitoring &lerts

W 0 &

koo Start Peeriync

=) Stop PeerSync

@ | Reprocess Failed Bwvents
L7y Request Support Info File
ReprocessfUpgrade Installation

For information on the additional PeerSync muilti-Job Global actions go to the Syn-
chronization Summary View page

Runtime Job Views

Double-clicking on the file synchronization job from the Synchronization Summary will open
the job-specific runtime views.

e Summary View

e Failed Events View
e Monitoring Log View
e Alerts View

e Participants View

e Configuration View
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Surnmary | ¥ Failed Events (2) | Monitoring Log | § Alerts {16) | Participants (1| Configuration

Summary Yiew I

Monitoring Peerlet Session
Stats Timestarnp
Stats State

PeerSync Running Info
Mode
Status

PeerSync Real Time Stats
Real Time Events
Real Tirme Bvents Peak
Real Tirme Events In Process
Real Time Events &verage

Failed Started: 5/30/15 12:23 PM
9/30/2015 1:56:51 PM
Failed

Started: 9/30/2015 12:09:48 P
Autormatic and Real-Ti..,
Target Folders are Mot 4.,

128
53,318 events/minute
o}

1,185 events/minute

Owerview PeerSync Jobs Stats | Added | Updated | Deleted | Messages

PeerSync Overall Status
Checked

Excluded
Messages

1. Summary View

260 Updated 0 Current Event Status
0 Added 0 Pending Event Status
1 Deleted o} Bytes Transferred

Real-time Monitoring {Failed Scans: 1 (Failed Events..,
No Pending ltems
Q brytes

Elapsed Time: 01:47:08 ¥fer Rate: N/A

When double clicking on a file synchronization job, the default selected tab will be the Sum-
mary tab. This view will show information received by the PeerSync machine on the status of

the File Collaboration Session.

Information found in this view is global to the PeerSync profile. To see PeerSync job-specific

stats you can click on the PeerSync Jobs Stats tab.

Information on this view is received whenewer the information changes on the PeerSync ma-
chine, normally every 1 minute or so. To auto-refresh this view with the latest data click on En-
able Auto-Update on the top right of the view, and choose a Refresh cycle. The cycle is the
not the cycle for receiving the information, just to refresh the view with the latest information re-

ceived by PeerSync.
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1]

Surnmary | ¥ Failed Events (2) | Monitoring Log | § Alerts {16) | Participants (1| Configuration

Summary Yiew I

Monitoring Peerlet Session
Stats Timestarnp
Stats State

PeerSync Running Info
Mode
Status

PeerSync Real Time Stats
Real Time Events
Real Tirme Bvents Peak
Real Tirme Events In Process

Real Time Events &verage

Failed Started: 5/30/15 12:23 PM
9/30/2015 1:56:51 PM
Failed

Started: 9/30/2015 12:09:48 P
Autormatic and Real-Ti..,
Target Folders are Mot 4.,

128

53,318 events/minute
o}

1,185 events/minute

Owerview PeerSync Jobs Stats | Added | Updated | Deleted | Messages

PeerSync Overall Status

Checked
Excluded

Messages

260 Updated 0 Current Event Status
0 Added 0 Pending Event Status
1 Deleted o} Bytes Transferred

155

Real-time Monitoring {Failed Scans: 1 (Failed Events..,

No Pending ltems
Q brytes

Elapsed Time: 01:47:08 ¥fer Rate: N/A

On this page you can right click to pull up the PeerSync Actions menu:

W Refresh Wiew
v Enable Auto-Update

Request Suppaort Info File

Reprocess Failed Events

- g E\‘

Start PeerSync Service
=, Stop PeerSync Service

On the bottom half of the page you will find a set of Tabs showing more granular information re-

garding this PeerSync session.

PeerSync Jobs Stats
Added Files

Updated Files
Deleted Files

Messages
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1.1 PeerSync Jobs Stats

When clicking on the PeerSync Jobs Stats view a request goes out to the PeerSync machine
to request Job-Specific stats and return them to the PMC to be displayed. These stats can
only be requested if PeerSync is running on that machine and only if the File Synchronization
Job is Started on the PMC.

When the stats are received the view is updated with the job-specific stats and the caption on
the top of the view will show the Date and Time the list was last updated.

By right-clicking on the info table you can choose to hide or show columns.

Overview |PeerSync lobs Stats| Added | Updated | Deleted | Messages
Jobs Stats { List Updated on 09-30-2015 13:55:40)

I

3jobs Filterby: ||

Job Na..  Source Target Last Scan (Status: Durati.,  Xfer Rate Ewvent Swerages  Upda.,  Added  Delet.. Mess.,  Faile.,  Status
@ Dats.. chsourcel civtargeth, 9/30/2015 12:00:47 PM (... N/& Q00 permin(0.. 0{@0.. 0(. 0@. 0 0 Marmal
@ Datal. chsource?y chtarget?y 9/20/201512:00:47 PM (.. N/A 000 permin (0. 0(@0.. 0@.. 0@. 0 Q Marmal
D Data.. chsourcedl Wbackupserve., N8 N/ 0.00per min (.. 0{0.. 0@. 0(0.. 11 3 Target Mot Available (Scar on Re..,
AllJobs s s MNA2 M Q00permin{0. 0{@.. 0{. 0@. M 3 Target Folders are Not Available f..,

1.2 Added Files

When clicking on the Added tab a request goes out to the PeerSync machine to request a list
of latest Added files and return it to the PMC to be displayed. This list can only be requested if
PeerSync is running on that machine and only if the File Synchronization Job is Started on the
PMC.

When the info list is received the view is updated with the latest added events processed by
PeerSync, and the caption on the top of the view will show the Date and Time the list was last
updated.

By right-clicking on the info table you can choose to hide or show columns.

This information on this table can be filtered by Path or by Job Name.
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Owerview | PeerSync Jobs Stats | Added | Updated | Deleted | Messages

Added Log

Qerrars, Dwarnings, 100 others

Date

09-15-2015 1720,
09-15-2015 17:0..,
09-15-2015 170,
09-15-2015 17:0..,
09-15-2015 170,
09-15-2015 1720,
09-15-2015 17:0..,
09-15-2015 170,
09-15-2015 170,
09-15-2015 170,
09-15-2015 1720,
09-15-2015 17:0..,
09-15-2015 170,
09-15-2015 170,
09-15-2015 170,
09-15-2015 1720,
09-15-2015 17:0..,

Type

Ewvent
Ewvent
Ewvent
Event
Event
Ewvent
Ewvent
Ewvent
Ewvent
Event
Ewvent
Ewvent
Ewvent
Ewvent
Event
Ewvent
Ewvent

1.3 Updated Files

Filter by: |}

ol

Path

civtarget\FILESZ TXT
cihtarget\FILEAL.TXT
ciitarget\FILE43. TXT
ciitarget\FILEAS. TXT
cihtarget\FILEA7.TXT
civtarget\FILEAG.TXT
cihtarget\FILEAS.TXT
ciitarget\FILEALTXT
cihtarget\FILESO.TXT
cihtarget\FILEA.TXT
civtarget\FILEZ7.TXT
cihtarget\FILE2B.TXT
ciitarget\FILEZ9.TXT
cihtarget\FILE30.TXT
cihtarget\FILEIT.TXT
civtarget\FILE3 2 TXT
ci\tarqethFILE33. TXT

Comments

Added [Attrib..,
Added [Attrib..,
Added [Attrib..,
Added [Attrib...
Added [Attrib..,
Added [Attrib..,
Added [Attrib..,
Added [Attrib..,
Added [Attrib...
Added [Attrib..,
Added [Attrib..,
Added [Attrib..,
Added [Attrib..,
Added [Attrib...
Added [Attrib..,
Added [Attrib..,
Added [Attrib,.,

Message

lob Name

Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup

File Size
2.3 KB
1.9KB
4.0KB
4.0KB
1.7 KB
1.6 KB
12KB
LIKE
14 KB
2.7KB
21KB
19KB
2.6 KB
10KB
2.8KB
1.9KB
1.9KB

Modified Tirme

09-15-2015 1701227
09-15-2015 17:01:27
09-15-2015 17:01:27
09-15-2015 1201:27
09-15-2015 17:01:27
09-15-2015 1701227
09-15-2015 17:01:27
09-15-2015 17:01:27
09-15-2015 17:01:27
09-15-2015 17:01:27
09-15-2015 17:01:26
09-15-2015 17:01:26
09-15-2015 17:01:26
09-15-2015 17:01:26
09-15-2015 17:01:26
09-15-2015 17:01:26
09-15-2015 17:01:26

When clicking on the Updated tab a request goes out to the PeerSync machine to request a
list of latest Updated files and return it to the PMC to be displayed. This list can only be re-
quested if PeerSync is running on that machine and only if the File Synchronization Job is
Started on the PMC.

When the info list is received the view is updated with the latest updated events processed by
PeerSync, and the caption on the top of the view will show the Date and Time the list was last

updated.

By right-clicking on the info table you can choose to hide or show columns.

This information on this table can be filtered by Path or by Job Name.

Oervien | PeerSync Jobs Stats | Added | Updated | Deleted | Messages

Updated Log

Qerrors, Quvarnings, 100 others

Date

09-15-25 17:0..
09-15-2M5 170,
09-15-2M5 170,
09-15-2M35 170,
09-15-2015 17:0..,
00-15-2015 17:0..,
09-15-205 17:0..
09-15-205 17:0..
09-15-205 17:0..
09-15-205 17:0..
09-15-205 17:0.,
09-15-25 17:0..
09-15-2M5 170,
09-15-2M5 170,
09-15-2M35 170,
09-15-2015 17:0..,
00-15-2015 17:0..

Type

Ewent
Ewent
Ewent
Event
Ewent
Ewent
Ewvent
Ewvent
Ewvent
Event
Event
Ewent
Ewent
Ewent
Event
Ewent

Ewent

1.4 Deleted Files

Filter by i

|

Path

citargeth FLDRIWFILESS...
citargeth FLDRIWFILEIS...
citargeth FLDRINWFILEST...
cihtargeth FLDRINFILEIE...
citarget\FLDR2VFILETS....
citarget\FLDR2VFILETE....
citarget\FLDR2VFILET2....
citarget\FLDR2VFILETL....
citarget FLDR2YFILETS....
chtarget FLOR2YFILETD....
chtargethFLDREYFILET....
citargeth FLDRAFILETT...
ciitargeth FLDRAFILETS....
citargeth FLDRAFILETS....
cihtargeth FLDRAFILEZS...
citarget\FLDR2VFILEZ....
cihtargeth FLDRZWFILEZD....

Comments

Updated [Attri..,
Updated [Attri..,
Updated [Attri..
Updated [Attri..
Updated [Attri...
Updated [Attri...
Updated [Attri..,
Updated [Attri..,
Updated [&ttri..,
Updated [Attri..,
Updated [Attri..,
Updated [Attri..,
Updated [Attri..
Updated [Attri..
Updated [Attri..
Updated [Attri...
Updated [Attri...

hessage

lob Name

Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup

File Size
2.3 KB
1.9KB
1.8KB
1.7KB
3.6KB
16KE
1.3 KB
2.9KB
21KB
10KB
14 KB
2.3KB
1.0KB
2.3KB
1.9KB
13KB
L.0KE

Modified Time

09-13-2015 17:03:50
09-13-2015 17:03:50
09-13-2015 17:03:50
09-13-2015 17:03:50
09-15-2015 17:03:48
09-15-2015 17:03:48
09-15-2015 17:03:48
09-15-2015 17:03:48
09-15-2015 17:03:48
09-15-2015 17:.03:48
09-13-2015 17:03:48
09-13-2015 17:03:48
09-13-2015 17:03:48
09-13-2015 17:03:48
09-13-2015 17:03:48
09-15-2015 17:03:48
09-15-2015 17:03:48
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When clicking on the Deleted tab a request goes out to the PeerSync machine to request a
list of latest Deleted files and return it to the PMC to be displayed. This list can only be re-
guested if PeerSync is running on that machine and only if the File Synchronization Job is
Started on the PMC.

When the info list is received the view is updated with the latest deleted events processed by
PeerSync, and the caption on the top of the view will show the Date and Time the list was last
updated.

By right-clicking on the info table you can choose to hide or show columns.

This information on this table can be filtered by Path or by Job Name.

Owerview | PeerSync Jobs Stats | Added | Updated | Deleted | Messages

Deleted Log [ List Updated on 10-05-2015 11:5751)

Oerrars, Qwarnings, 10 others | Filterb

Date Type Path Comments Message Job Marne File Size Modified Time

10-05-2015 11:5... Data Bac.. c\target\FLOR2 Scan Session 0 byytes 10-05-2015 11:57:40
10-05-2015 11:5... Data Bac.. ci\target\FILEBTXT Scan Session 1.2KB 10-05-2015 11:57:49
10-05-2015 11:5... Data Bac.. ci\target\FILE4THT Scan Session 13KB 10-05-2015 11:57:49
10-05-2015 11:5... Data Bac.. ci\target\FILEBTXT Scan Session 15KB 10-05-2015 11:57:49
10-05-2015 11:5... Data Bac..  co\target\FILEZTXT Scan Session 31KE 10-05-2015 11:57:49
10-05-2015 11:5... Data Bac.. co\target\FILESTXT Scan Session 0 byytes 10-05-2015 11:57:48
10-05-2015 11:5... Data Bac..  co\target\FILEZTXT Scan Session 21KB 10-05-2015 11:57:48
10-05-2015 11:5... Data Bac.. co\target\FILEDTHT Scan Session 22KB 10-05-2015 11:57:48
10-05-2015 11:5... Data Bac.. co\target\FILETTXT Scan Session 13KB 10-05-2015 11:57:48
10-05-2015 11:5... Data Bac.. co\target\FILEZTXT Scan Session 14 KB 10-05-2015 11:57:48

1.5 Messages

When clicking on the Messages tab a request goes out to the PeerSync machine to request a
list of Messages/errors logged and return it to the PMC to be displayed. This list can only be
requested if PeerSync is running on that machine and only if the File Synchronization Job is
Started on the PMC.

When the info list is received the view is updated with the messages logged by PeerSync, and
the caption on the top of the view will show the Date and Time the list was last updated.

By right-clicking on the info table you can choose to hide or show columns.

This information on this table can be filtered by Path , Job Name. or by Message
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Owerviews | PeerSync Jobs Stats | Added | Updated | Deleted | kessages
Message Log [ List Updated on 09-30-2015 13:53:45)

Qerrors, Dwarnings, 13 others  Filter by v | |

Date Path hessage lob Marne
09-30-201513:2... \\backupserver'da.. Failed Event - &dd... Data 3 Backup
09-30-2015 13:2... \\backupserverida.. Failed Event - Add... Data 3 Backup
09-30-2015 132, \backupserverhda,.,  Failed Event - Add...  Data 3 Backup
09-30-2M1512:2... \\backupserverida.. Failed Ewvent - Add...  Data 3 Backup
09-30-201512:1... \\backupserver'da.. Failed Event - &dd...  Data 3 Backup
09-30-2015 121, ‘\backupserverida.. Failed Ewvent - &dd...  Data 3 Backup
09-30-2M15 1211, \\backupsercerda.. Failed Event - &dd...  Data 3 Backup
09-30-2M15 12:1.., \sbackupserverida.. Failed Ewvent - &dd...  Data 3 Backup
09-30-2M15 1211, \ibackupsercerda.. Failed Event - &dd...  Data 3 Backup
09-30-201512:1... \\backupserver'da.. Failed Event - Add... Data 3 Backup
09-30-215 121, \ibackupserverida.. Failed Event - Add...  Data 3 Backup
09-30-201512:0... \\backupserverda.. Connection Failure  Data 3 Backup
09-30-2M1512:0... \\backupserverda.. Cannotcreatefgot.. Data 3 Backup

2. Failed Events View

The Failed Events view allows you to see all those events that have failed to be processed by
PeerSync. The list is populated when the File Synchronization starts, as well as in real-time
as new failures occur. The information can be filtered by File Name.

Surmma 9" Failed Events ()| Monitoring Lo 9 Alerts (16) | Participants (13| Configuration
¥ glog p 9

Failed Events

2Files | FiterbyFileNames | ]

Date File Cause Status Message
09-30-201513:20:48  “\backupserver\data?\FLDRIVFILE.., ADDFILE Failed Event
09-30-201513:2048  “\backupserver\data3\FILEd - Co...  ADDFILE Failed Ewvent

Connection Failure (Target Mot &,
Connection Failure (Target Mot &,

You can right click on the info table and choose to Reprocess Failed Events. This action will
send a request to PeerSync to retry all the Failed Events in the list.
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3. Monitoring Log View

The Monitoring Log View allows you to view recent event history for the currently running file
synchronization job based on your Logging and Alerts settings. You can specify the maximum
number of events to store in the table by adjusting the Display Events spinner located in the
top right corner of the panel. The maximum number of events that can be viewed is 3,000. If
you need to view more events or events from a prior session, then you can use the log files
saved in the 'Hub\logs' directory located in the installation directory. The event log files will start
with fs_ewvent.log and are written in a tab delimited format. Microsoft Excel is a good tool to use
to view and analyze a log file. See the Logging and Alerts settings for more information about
log files.

You can click on any column header to sort by the column. Warnings are highlighted in light
gray, Errors are highlighted in red and Fatal errors are highlighted in orange. Error records will
also contain an error message in the Message column.

To change what is being logged update the selected Event Types in the Logging and Alerts
settings.

Surnmary ¥ Failed Bvents () Monitoting Log ¥ Alerts (16) Participants (17| Configuration
Event Log [Aute-Updete Disabled)

Qerrors, Dwarnings, 4 others | Filter by Sewverity: | v| Filter by: | v| | Actions ¥

Date Severity Type Host Is Source  File Comrments Message
109-30-2015 13:2,., INFO Failed Ewents Reprocess  DOWYin12R2b  true Failed Event Repro..,
09-30-201513:2... INFO Failed Events Reprocess  DOWinl12R2b  true Failed Event Repro...
09-30-201512:2.., INFO Watch Directory true

08-30-201512:2.., INFO Session Started true

Clicking on the Actions table menu provides the following options:

Re-
fresh Refresh all information provided in the table.
View
Clear Removwe all items from the table.
Even
ts

4. Alerts View

The Alerts View allows you to view any alerts relevant to the running file synchronization job.
Items shown here are based on the configured Alerts Sewerity setting on the Logging and
Alerts configuration page. You can specify the maximum number of alerts to store in the table
by adjusting the Display Alerts spinner located in the top right corner of the panel. The alerts
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are also written to a tab delimited file named fs_alert.log within the subdirectory 'Hub/logs'
within the installation directory of the Peer Management Center. See the Logging and Alerts
settings for more information about log files.

You can click on any column header to sort by that column. For example, clicking on the
Severity column will sort by alert severity. Warnings are highlighted in light gray, while Errors
and Fatal alerts are highlighted in red. A common error may be the PeerSync senice is not
running which will trigger a PeerSync Quorum lost alert.

Summary Y Failed Events {2} Maonitoring Log 2 Alerts (16) Participants (1) | Configuration

Alert Log

16 errors, Qwearnings, D others | Filter by Sewverity

Recered Date Sewverity Type Huost Message

09-30-2013 14:09:30 FATAL Spplication PeerSync Quorurn lost for job DDWinT12R2b[MestCa..,
09-30-2015 12:09:30  ERROR Application DOWin2R2b Service Mot Running

09-30-2015 12:09:30  FATAL Application PeerSync Quaorurn lost for job DDWinT12R2b[MestCo..,
08-30-201512:09:30  ERRCR Application DOWYin12R2b Service Mot Running

09-30-2M512:00:30 FATAL Application PeerSync Quorurn lost for job DOWin12RZb[YMiestCo..,
09-30-2512:07:30 ERRCR Application DOWYin12R2b Service Mot Running

08-30-215 14:07:30 FATAL Spplication PeerSync Quorurn lost for job DDWinT12R2b[MYestCo..,
08-30-2M1314:07:30 ERROR Spplication DOVYin12R2b Service Mot Bunning

09-30-2015 11:53:59  FATAL Application CQuorurn lost for job DOWinT12R2b[WestCoast], Sessi.,
09-30-2015 11:53:59  ERROR Application DOWin2R2b Agent on host DDWin12R2b was restarted while job ..
08-30-2015 11:52:41  FATAL Application PeerSynic Quorurm lost for job DDWin12RZb[\MiestCa..,
08-30-21511:52:41  ERRCR Application DOWYin12R2b Service Mot Running

09-30-2511:57:11 FATAL Application PeerSync Quorurn lost for job DOWInT2R2b[YestCo..,
09-30-21511:571:11 ERROR Application DOWYin12R2b Service Mot Running

09-30-213 11:50:54 FATAL Spplication PeerSync Quorurn lost for job DDWinT12R2b[MestCo..,
09-30-2015 11:50:54  ERROR Application DOWin12R2b Service Mot Running

The following right-click menu items are unique to this particular table:

X Refresh all information provided in the table. This can also be done
fresh . .

) from the right-click context menu of the table.
View
Clear Remowe all items from the table. This can also be done from the
Even right-click context menu of the table.
ts

5. Participants View

The Participants View shows the currently configured host participant for the selected file syn-
chronization job and contains a column used to display activity status occurring on the hosts.
If a host has become unavailable or the PeerSync senice stopped, an error message will be
displayed next to the failed host in red.
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Surnmary |

Failed Bvents (2) | Monitaring Log 9 Alerts {16) Participants (1) | Configuration

Host Participants

Host

Root Path Status State Message

: DDWin12R,.,

CihvProgram Files (BahP..,  Participating Active

Host Participant State Change Log

Filter by :

Date

09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...
09-30-2013 ...

Hast: |:| Status | v| State: | W

Huost Status State Message

DOWin12R...  Participating Active

DOVfin12R... Mot Participating Inactive Job Stopped

DOWin12R...  Participating Active

DOVfin12R... Mot Participating Inactive Job Stopped

DOWin12R...  Participating Active

DOVfin12R... Mot Participating Inactive Job Stopped

DOWin12R...  Participating Active

DOVfin12R... Host Resource Aw,.,  Active PeerSync Service is running
DOVfin12R... Host Resource Aw,.,  Active PeerSync Service Suailable
DOVfin12R... Host Resource Un...  Inactive PeerSync Service Mot Running
DOVfin12R... Host Resource Aw,.,  Active PeerSync Service is running
DOVfin12R... Host Resource Aw,.,  Active PeerSync Service Suailable
DOVfin12R... Host Resource Un...  Inactive PeerSync Service Mot Running
DOWin12R...  Participating Active

DOVfin12R... Mot Participating Inactive Job Stopped

DOWin12R...  Participating Active

DOWin12R...  Participating Active

DOVfin12R...  Host Unavailable Inactive Agent on host DDWin12R2b was restarted while jo

The Participants View also contains a table that displays the most recent host participant
state changes, e.g. when a host was remowved from synchronization session, or when a host
came back online, or when the PeerSync senice was stopped, started etc. This functionality
is broken down into two parts: right-click context menu items and a subview entitled Host Par-
ticipant State Change Log.

The Host Participant State Change Log is a log of all host participant status changes (Collab-

orating, Not

Collaborating, etc.) and/or state changes (Active, Pending Restart, etc.) of a host

participant. This table is currently limited to 250 rows and can be filtered by host, by status,
and by state.

The following items are available in the right-click context menu for this table:

Re-
fresh
View

Refresh all information provided in the table.

Clear
Even
ts

Removwe all items from the table.
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6. Configuration View

163

This view displays a quick summary of all configurable items for the selected file synchroniza-
tion job. Each page of the file synchronization Configuration dialog is represented in it's own
part of the view and can be collapsed if desired. Clicking Edit this file synchronization Config-
uration will immediately bring you to the file synchronization job Configuration dialog where
you can edit the current monitoring configuration or the Associated PeerSync profile.

urmma 2 Failed Bvents anitoring Lo H erts articipants anfiguration
b ry| 3 Failed E (21 Maoni glog | § Alerts (16) Particip (1) | Configurati

Edi guratior;
Configuration Summary

 General Settings

Hast Marme: DOWin12R2b

Session Mame: DDWin12R2b[WestCoast]
Session 1D 1

Alert Severity: WARMIMG

+ Configured PeerSync Jobs

Filter by: | VH

| Include Disabled Jobs

[=] DataZ Backup cihsource?

ciitarget?

MName # Source Target Type
[m] Drata 3 Backup 3 citsourced “hackupserveridatald Real Tirme Backup
[=] Data Backup 1 cihsource civtarget Real Time Backup
2

Real Tirne Backup

» Monitoring Settings

Upgrade/Reprocess Installation

From the Synchronization Summary View you can click on one or more File Synchron-

ization Jobs and choose to Reprocess/Upgrade Installation. This option will send a
request to the selected PeerSync instances to install/upgrade given the con-

figured settings.
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£ Synchronization Summary 2

[ B
Runtime Surmmary Wiew (auta-update enabled] Refresh Wiew
w || Enable Auto-Update

Showy Details

Filter by |

Marne Owerall 5tz
Cormpuositeda[East_Coast] @ Peeriy
DDin12R2a[EastCoast] 4
DWRASEVZ 00832 [ Asia) @ Funnir Qpen in Mew Tab
Wil 2xBda[EMEDS,_Region] @ Start Monitoring

Copy Details

Runnir Open

Runnir

Stop Monitoring
Edit Configurationis)
Clear Monitoring Alerts

W 0 @&

koo Start PeerSync
= | Stop PeerSync
Reprocess Failed Ewvents

Request Suppart Info File

C. @

ReprocessfUpgrade Installation

I

The installation settings should be common for ALL the File Synchronization Peer-
Sync instances in order to successfully install PeerSync.

2]

In

Rernote Installation Settings

File Synchronization Configuration I;Ii-

stallation Settings

Pre-Defined Settings |EastCDast v| MNarne | EastCoast |

Installation Path | wProgramFiles¥iPeer SoftuarePeerSync |

Existing Exe | v‘ ‘ Browse |

Imported Exe Wersion: +8.3,1.1007 [ChProgram Files (x88\Peer SoftwarePeer Managerment Hub\HubYworkspacehpeersyncitemplateshexesipeersync93-9_3_1_1007 exe]

License
User Marne | Peer Software | Company| Peer Software |
Options | | Passuvard | |
Service

Logon User | bytermetricshadmindanielad |

Password | sessessneneee |

| Finish | | Cancel |

View the Installation Settings page for information on the settings on this page.
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